Within-Industry Specialization and Global Market Power

By Ahmad Lashkaripour

Export price levels exhibit tremendous cross-national and spatial variation, even within narrowly defined industries. Standard theories attribute this variation to within-industry quality specialization. This paper argues that a significant portion of the export price variation is driven by rich and remote economies specializing in high-market power segments of industries. I also argue that this particular pattern of specialization (i) accounts for 30 percent of the overall gains from trade, and (ii) explains more than 37 percent of the observed cross-national income inequality. (JEL D43, F12, F13, F14, L15, L22, O19)

For some time now, there has been a consensus among trade economists that international specialization occurs predominantly within rather than across industries (Schott 2004). Accordingly, there has been a surge in new theories of within-industry specialization, many of which are motivated by two observations. First, there is tremendous variation in export price levels even within narrowly defined industries. Second, these variations are systematic:

(i) Export price levels increase with the exporter’s income per capita; and

(ii) Export price levels increase with geo-distance to global markets.

The dominant thesis in explaining the above facts is that high-income and geographically distant economies specialize in high-quality varieties within industries. Quality specialization, in these instances, is fueled by either factor-driven comparative cost advantage (Schott 2004), geography-driven comparative cost advantage (Hummels and Skiba 2004), or the home-market effect (Fajgelbaum, Grossman, and Helpman 2011). The quality specialization thesis has proven to be quite influential, motivating a vibrant strand of macroeconomic growth theories (Grossman and Helpman 1991), as well as enhancing our understanding of
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1 See Schott (2004), Hummels and Skiba (2004), and Hummels and Klenow (2005).

2 See also, among others, Sutton (2007); Hallak (2006); Choi, Hummels, and Xiang (2009); Khandelwal (2010); Baldwin and Harrigan (2011); Crozet, Head, and Mayer (2012); Johnson (2012); Lugovskyy and Skiba (2015); Feenstra and Romalis (2014); Sutton and Trefler (2016); and Dingel (2016), who emphasize the quality specialization channel.

This paper, however, argues that this dominant thesis goes too far in attributing facts (i) and (ii) to exclusively quality specialization. As a matter of arithmetic, price depends on (i) the marginal cost that varies with output quality, and (ii) the markup that varies with the degree of market power. An accumulating body of evidence indicate that the markup component is nontrivial. Even more revealing, I present new evidence that aggregate measures of export markup covary with income per capita and geo-distance in a fashion that exactly mirror the variation in export price levels.

Motivated by such evidence, I propose an alternative view of within-industry specialization that emphasizes the market power channel. That is, industries are comprised of multiple segments with differential degrees of market power. Firms in each country sort into high- and low-market power segments of industries, taking into account aggregate cost measures such as the wage rate or distance to global markets. Collectively, these firm-level decisions lead to international specialization across low-market power and high-market power segments of industries. This pattern of specialization, in turn, provides an alternative explanation for facts (i) and (ii). More importantly, it delivers a set of macro-level implications that are starkly different from the quality specialization thesis.

I establish my theory using a general framework that nests an extensive class of trade models featuring firm heterogeneity, quality-sorting, and variable markups, as a special case. Extending the result in Arkolakis et al. (2019), I show that in this general framework, variable markups alone cannot explain the cross-national heterogeneity in export price levels to a given market. However, under a set of testable assumptions, such heterogeneity can arise from within industry specialization across low- and high-markup segments of industries.

The intuition behind my theory is the following. Goods manufactured with high-wage labor or transported over long distance exhibit a cost disadvantage. To circumvent such a disadvantage, high-wage and remote economies specialize in industry segments where aggregate demand is relatively less sensitive to cost and relatively more sensitive to output quality. I label such segments of an industry as “quality-intensive.” From the perspective of a standard trade model, “quality-intensive” segments are those that are subject to a lower trade elasticity.

My testable claim is that quality-intensive segments are also those where individual firms enjoy more market power. Hence, international specialization across low- and high-quality intensive segments can be interpreted as specialization across low- and high-markup segments. Under this interpretation, international specialization creates a positive link between an economy’s wage rate or distance to global markets and its average export markup levels. This positive link, in turn, provides an alternative markup-based explanation for facts (i) and (ii) presented earlier.
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3 For instance, according to Berry, Levinsohn, and Pakes (1995), more than 30 percent of the price variation in the auto industry is due to markup differences.

4 The view that industries consist of segments with differential degrees of market power has deep roots in the literature. See, for example, the case of specialty versus popular-market beer in Hausman, Leonard, and Zona (1994) or luxury versus economy cars in Berry, Levinsohn, and Pakes (1995) and Goldberg (1995).
Employing rich micro-level trade data, I present support for the main assumption underlying my theory. That is, I estimate that the degree of firm-level market power is significantly greater in high quality-intensive segments of industries. Furthermore, I find that the composition of country-level exports aligns with the prediction that high-wage and distant economies export relatively more in high-market power segments of each industry.

Beyond this evidence, the present theory fits well with the observation that markup levels have diverged between rich and poor economies in the past few decades (De Loecker and Eeckhout 2018; Díez, Leigh, and Tambunlertchai 2018). Relatedly, it can explain why local prices and markups have risen in Europe (De Loecker, Fuss, and Van Biesebroeck 2014) but have fallen in China following trade liberalization (Brandt et al. 2017). From the standpoint of standard variable markup theories, the asymmetric effects of import competition on high- versus low-wage economies are difficult to explain. The present theory, however, predicts that import competition will induce European firms to sort into high-market power segments of industries, and Chinese firms to sort into the low-market power segments. These asymmetric effects will raise the average market power and markup of European firms while reducing them for firms in China.

At the macro level, my view of within-industry specialization produces distinct implications relative to the quality specialization thesis. The reason being that specialization, here, occurs across industry segments that differ in their (i) degree of market power, (ii) degree of returns to scale, and (iii) trade elasticity. Considering that the latter two characteristics regulate aggregate productivity and the gains from trade, within-industry specialization along these margins can profoundly influence macroeconomic outcomes.

To quantify macro-level implications, I estimate my model using industry-level trade and production data from the World Input-Output Database, covering 35 industries and 32 major economies. Using the estimated model, I find that the gains from trade are (on average) 20 percent in terms of real GDP. Of the total gains, 6 percent is driven by within-industry specialization across low- and high-market power segments, while the remaining 14 percent is driven by traditional forces in the Arkolakis, Costinot, and Rodríguez-Clare (2012) framework.

There is, however, tremendous cross-national heterogeneity in the gains from within-industry specialization. Advanced or remote economies like Australia, France, and Germany gain significantly more as they specialize in high-market power segments where the degree of scale economies and returns to specialization are higher. In comparison, the pure gains from specialization are much smaller (and even negative) for developing economies like Mexico and Indonesia, as they specialize in low-returns-to-scale segments where returns to specialization are relatively low.

At a broader level, the present model sheds new light on cross-country income differences that are believed to be puzzlingly large and have attracted considerable attention in the literature. From the perspective of the present theory, high-TFP

---
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economies tend to specialize in high-market power segments where returns to scale and specialization are higher. This pattern of specialization, in turn, multiplies the fundamental TFP differences between rich and poor economies. Based on my estimated model, within-industry specialization across high- and low-returns-to-scale segments can explain up to 37.3 percent of the cross-national real income inequality.

Aside for the vast literature on quality specialization, this paper is closely related to a growing literature on variable markups and pricing-to-market in international settings. Generally speaking, this literature is either focused on (i) the procompetitive effects of trade (Melitz and Ottaviano 2008; Spearot 2013; Holmes, Hsu, and Lee 2014; de Blas and Russ 2015; Edmond, Midrigan, and Xu 2015; De Loecker et al. 216), or (ii) export price discrimination across markets (e.g., Hummels and Lugovskyy (2009), Alessandria and Kaboski 2011, Simonovska 2015, Bertoletti and Etro 2017). In comparison, this paper concerns (i) the heterogeneity in export price levels within markets as well as (ii) the asymmetric effects of trade liberalization on markups in low- versus high-income economies.

My theory also shares common elements with Fieler (2011). In both models, rich economies specialize in low trade elasticity product categories. The present theory, however, exhibits two key differences. First, it identifies a new source of heterogeneity in the trade elasticities, whereby differences in the segment-level trade elasticities are driven by differences in the degree of quality-intensity. Second, my theory establishes a systematic link between patterns of specialization, degree of global market power, and export price levels, which are absent in Fieler (2011). That being the case, my model delivers strictly different macro-level predictions relative to the perfectly competitive model in Fieler (2011).

Finally, the present paper is related to a growing literature concerning aggregation bias in the estimated gains from trade (e.g., Costinot and Rodríguez-Clare 2014, Levchenko and Zhang 2014, Ossa 2015, Brooks and Pujolas 2016). My paper contributes to this literature by identifying a systematic source of aggregation bias that is triggered by specialization across low- and high-returns-to-scale segments of industries.

I. Suggestive Evidence

As noted in the introduction, many theories of within-industry specialization are motivated by the fact that export price levels increase systematically with the exporting economy’s (i) income per capita and (ii) geo-distance to global markets. Moreover, the thesis underlying these theories is that these two facts are driven by quality specialization within industries—see Schott (2004) and Hummels and Skiba (2004), among others.

In this section, I present suggestive evidence that facts (i) and (ii) can be partially attributed to cross-national differences in export markup levels. That is, they arise due to high-income and remote exporters either charging higher markups for the same good or specializing in the production of high-markup varieties within industries.

6Relatedly, see Kraay and Ventura (2007); Coibion, Einav, and Hallak (2007); McCalman and Spearot (2013); and Holmes and Stevens (2014) for other papers that emphasize specialization across more- and less-differentiated goods.
As a useful benchmark, I first present the evidence corresponding to facts (i) and (ii). I then present additional evidence that highlights the importance of the previously overlooked markup channel. My analysis here employs two different datasets. To analyze export price levels, I use the the Comtrade-BACI database. To study aggregate markup levels, I use the the Cepii TRADEProd database (De Sousa, Mayer, and Zignago 2012). To make the two datasets compatible, I restrict my analysis to 149 economies and 27 three-digit ISIC industries that are represented in both datasets. Even after making the two datasets compatible, the Comtrade-BACI database remains considerably more granular, as it reports bilateral trade statistics at the 6-digit Harmonized System (HS) level of aggregation. By comparison, the TRADEProd database only reports production statistics at the 3-digit ISIC level of aggregation—a more comprehensive description of both datasets in provided in Appendix A.7

The effect of income per capita and geographical remoteness on export price levels can be estimated using the following equation:

\[
\ln p_{jkt} = \beta_1 \ln \bar{\text{Dist}}_j + \beta_2 \ln GDPcap_{jt} + \beta_3 \ln GDP_{jt} + \delta_{kt} + \varepsilon_{jkt},
\]

where \(p_{jkt}\) denotes the (quantity-weighted) unit price of country \(j\)'s exports in industry \(k\) in year \(t\). On the right-hand side, \(\bar{\text{Dist}}_j\) is country \(j\)'s population-weighted distance to global markets; \(GDPcap_{jt}\) and \(GDP_{jt}\) control for country \(j\)'s GDP per capita and market size in year \(t\); and, finally, \(\delta_{kt}\) controls for industry-year fixed effects.

Since the BACI data reports trade statistics at HS6 level of aggregation, I conduct the above estimation independently with both HS6-year and ISIC-year fixed effects. Estimation results are reported in Table 1, reestablishing the widely held belief that export price levels increase systematically with the exporting economies GDP per capita and remoteness.

Noting that export price levels, \(P = mC(\varphi)\), are composed of a markup component, \(m\), and a marginal cost component, \(C(\varphi)\), there are two ways to interpret the cross-national export price variation. The standard “quality specialization” thesis attributes the variation to cross-national quality differences. That is, the patterns documented in Table 1 are attributed to high-income and remote economies specializing in high-\(\varphi\) (high-quality) varieties within industries.8

Below, I present evidence in favor of the alternative view that the observed export price variation is driven partly by markup differences. To present my claim, I first calculate aggregate markup levels by closely following the methodology in De Loecker and Eeckhout (2018). That is, I assume a conventional production function for country \(j\) in industry \(k\) in year \(t\). Namely, \(Q_{jkt} = T_{jkt} V_{jkt}^{\alpha} K_{jkt}^{\beta}\), where \(Q_{jkt}\) denotes the units of output produced, \(V_{jkt}\) denotes the variable input (e.g., labor, intermediate inputs, etc.), \(K_{jkt}\) denotes capital, and \(T_{jkt}\) denotes Total Factor Productivity (TFP). As in De Loecker and Eeckhout (2018), this production

7The TRADEProd database has a more comprehensive longitudinal coverage. It spans 26 years from 1980 to 2006. The Comtrade-BACI database, by comparison, covers the years 2003 to 2015.
8To be more specific, existing theories attribute the effect of GDP per capita to factor-driven or demand-driven quality specialization, and attribute the effect of remoteness to the “Washington Apples” effect or quality-sorting.
structure implicitly assumes that countries vary in their TFP and the chosen inputs, but not in the technology $Q$.

The Lagrangian of the cost minimization problem is thus given by

$$L = P^V_{jkt} V_{jkt} + P^K_{jkt} K_{jkt} - \nu_{jkt} \left( T_{jkt} V_{jkt}^{\alpha_k} K_{jkt}^{\beta_k} - Q_{jkt} \right),$$

where $P^V_{jkt}$ and $P^K_{jkt}$ denote input prices, $\nu_{jkt}$ is the Lagrangian multiplier, and $Q_{jkt}$ is a constant. The first-order condition of this problem with respect to $V_{jkt}$ implies that $\nu_{jkt} = \frac{P^V_{jkt} V_{jkt}}{\alpha_k} Q_{jkt}$. Given that the shadow price of the Lagrangian is, by construction, equal to the marginal cost, the markup $m_{jkt} = \frac{P_{jkt}}{\nu_{jkt}}$ can, therefore, be expressed as

$$m_{jkt} = \frac{P_{jkt}}{P^V_{jkt} V_{jkt}}.$$

Given the above expression, I can calculate $m_{jkt}$ up to an industry × year-specific output elasticity, using data on total output, $P_{jkt} Q_{jkt}$, and variable input cost, $P^V_{jkt} V_{jkt}$, from the CEPII TradeProd database. Doing so, I can run the following regression that is analogous to (1), but includes $m$ as the dependent variable:

$$\ln m_{jkt} = \beta_1 \ln \text{Dist}_{ij} + \beta_2 \ln GDP_{cap_{jt}} + \beta_3 \ln GDP_{jt} + \delta_{kt} + \varepsilon_{jkt}. \quad (2)$$

As before, $\delta_{kt}$, in the above equation, controls for industry-year fixed effects and absorbs all the variation in the output elasticity, $\alpha_{kt}$.9

The last column in Table 1 reports the estimation results corresponding to the markup regression. Evidently, the output sold by high-income and remote economies exhibits a systematically higher-markup level. Moreover, the elasticity at which markups increase with GDP per capita and remoteness closely resembles the corresponding elasticity for export prices. The higher number of observations in the

9It should be reemphasized that the assumption that $\alpha_{kt}$ is industry × year-specific has precedent in the literature. De Loecker and Eeckhout (2018) and Díez, Leigh, and Tambunlertchai (2018), for instance, adopt a similar assumption when analyzing global market power using firm-level data.
first two columns is simply reflective of the Comtrade-baci data reporting export price levels at a much finer level of aggregation.

While revealing, the evidence presented in Table 1 is subject to an important caveat. I use country-level production data to identify the aggregate markup level in each economy. So, if firm-level markup distribution is highly dispersed within each economy, the results presented in Table 1 may be subject to aggregation bias; the extent of which depends on how the firm-level markup dispersion covaries with GDP per capita and remoteness.\(^{10}\)

II. A Model of Within-Industry Specialization

Consider a world economy consisting of \(i = 1, \ldots, N\) countries. Country \(i\) is populated by \(L_i\) individuals, each endowed with one unit of labor, which is the sole factor of production. All individuals are perfectly mobile across the production of different goods but are immobile across countries; and are paid a wage, \(w_i\), in country \(i\). There are \(K\) industries indexed by \(k\), each comprised of multiple segments that differ in characteristics such as degree of market power and quality intensity. Segments are indexed by \(z\), with \(Z_k\) denoting the set of all segments pertaining to industry \(k\)—for example, \(k\) can be the auto industry, which is composed of luxury, economy, and cross-over vehicle segments.

Consumers and Preferences.—All individuals have similar preferences that are characterized by a general utility function, \(U(U_1, \ldots, U_K)\), where \(U_k\) is the subutility corresponding to industry \(k\). The industry-level subutility is a function of the composite consumption bundle, which combines goods from various segments in that industry. In particular,

\[
U_k = U_k(C_1, \ldots, C_Z); \quad 1, \ldots, Z \in Z_k
\]

where the segment-level subutility, \(C_z\), is a function of the quantity \(q \equiv [q_{\omega}]_{\omega \in \Omega_z}\) and quality \(\varphi \equiv [\varphi_{\omega}]_{\omega \in \Omega_z}\) of firm-level varieties (indexed by \(\omega\)) available to the consumer in segment \(z\). Contrary to the dominant approach in the literature, I impose only weak isomorphism between quality and quantity, which is outlined by the following assumption.

**ASSUMPTION A1:** Quality and quantity are only weakly isomorphic. In particular, \(C_z\) is a function of the quantity and quality of the goods in one’s consumption basket:

\[
C_z(\varphi^{\rho_z} q^{1-\rho_z}).
\]

Correspondingly, \(\rho_z \in [0, 1]\) denotes the relative importance of product quality in segment \(z\), which I hereafter refer to as the degree of quality intensity.\(^{11}\)

\(^{10}\)Importantly, running regression (2) using the markups estimated by De Loecker and Eeckhout (2018) with firm-level data for a sample of 40 countries produces qualitatively similar results.

\(^{11}\)In the CES case, Assumption A1 can be stated as

\[
C_z(\varphi^{\rho_z} q^{1-\rho_z}) = \left[ \int_{\Omega_z} (\varphi_{\omega}^{\rho_z} q_{\omega}^{1-\rho_z})^\eta d\omega \right]^{1/(1-\rho_z)}.
\]
Note that Assumption A1 imposes weaker conditions on preferences than conventional theories, which typically assume exact isomorphism between quality and quantity (see Melitz and Redding 2014). To elaborate, exact isomorphism corresponds to a special case of Assumption A1, where $\rho_z$ is uniform across all segments. In such a case, there is no real distinction between quality and quantity, and productivity differences across producers can be interpreted as quality differences and vice versa. There is, however, exhaustive evidence from consumer surveys that individuals care relatively more about quality (and relatively less about price) when purchasing certain product categories (see Fornell et al. 1996). By relaxing the uniformity restriction on $\rho_z$, Assumption A1 accommodates this feature of the data. Accordingly, I will hereafter refer to high-$\rho$ segments as “high quality-intensive” segments of the industry.

According to Assumption A1, consumers maximize their utility along both the quality and quantity dimensions. To streamline the presentation, however, I can convert the consumer problem into a one-dimensional one that is expressed in terms of effective (or quality-adjusted) quantities and prices. To this end, I use the tilde notation to denote effective values, with $\tilde{q} = (\varphi^{1-\rho_z} q^{\rho_z})^{1/\rho_z}$ and $\tilde{p} \equiv \left(p^{\rho_z}/\varphi^{1-\rho_z}\right)^{1/\rho_z}$, respectively, denoting effective quality and price. Considering this choice of notation, I assume that $U_i(\cdot)$ and $U_{i,k}(\cdot)$ are additively separable and $C_z(\cdot)$ exhibits a parameterization that delivers the following class of demand functions.

ASSUMPTION A2 (Generalized Gorman-Pollak Demand): For a consumer with income $y$, facing a schedule of effective prices $\tilde{p} \equiv [\tilde{p}_\omega]_{\omega \in \Omega}$, the Marshallian demand for variety $\omega \in \Omega$ assumes the following formulation:

$$\tilde{q}_\omega = D_z(F_z(\Lambda_z) \tilde{p}_\omega/y) Q_z(\Lambda_z)$$

where $D_z(\cdot)$ is a strictly decreasing function; $F_z(\cdot)$ and $Q_z(\cdot)$ are differentiable functions; and $\Lambda_z \equiv \Lambda_z(\tilde{p}, y)$ is a scalar demand shifter that firms take as given and that implicitly solves the budget constraint.

The above demand system nests (i) the directly separable preferences in Arkolakis et al. (2019) as a case where $Q_z(\Lambda_z)$ is constant and $F_z(\Lambda_z) = \Lambda_z$, (ii) the indirectly additive preferences in Bertoletti, Etro, and Simonovska (2018) as a case where $F_z(\Lambda_z)$ is constant and $Q_z(\Lambda_z) = \Lambda_z$, and (iii) the homothetic single aggregator in Matsuyama and Ushchev (2017) as a case where $F_z(\Lambda_z) = Q_z(\Lambda_z) = \Lambda_z$. Another well-known special case of Assumption A2 is the CES demand system, which arises when $F_z(\Lambda_z)$ is constant, $Q_z(\Lambda_z) = \Lambda_z$, and $D_z(x) = x^{-\gamma_z}$.
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12. Hallak and Sivadasan (2013) and Sutton (2007) have challenged the exact quality-quantity isomorphism from a theoretical perspective, while Bils and Klenow (2001); Baldwin and Ito (2008); Fan, Li, and Yeaple (2015); and Flach (2017) have challenged it based on empirical evidence.

13. As we will see shortly, the multi-industry Melitz-Pareto model in Chaney (2008) corresponds to a special case of the present model where $\rho_z$ is uniform and equal to 1/2 in all industries.

14. Specifically, $\Lambda_z$ is an implicit solution to $\int_{\omega \in \Omega} p_\omega D_z(F_z(\Lambda_z) \tilde{p}_\omega/y) Q_z(\Lambda_z) d\omega = \epsilon_z \alpha_k y$, where $\alpha_k$ and $\epsilon_z$, respectively, denote the share of expenditure on industry $k$ and segment $z \in Z_k$.

15. See Fally (2019, 2018) for a more thorough discussion regarding the generalized Gorman-Pollak demand system.
It is important to note that the theoretical propositions that follow apply to several demand systems that are not readily nested by Assumption A2. For instance, the theory presented here applies equally to (iv) the quadratic but nonseparable demand system (Ottaviano, Tabuchi, and Thisse 2002; Melitz and Ottaviano 2008); (v) the QMOR expenditure function, as well as (vi) Kimball preferences (e.g., Kimball 1995; Klenow and Willis 2016).

To simplify the notation, and given that the schedule of prices, $\tilde{p}$, and income, $y$, vary across markets, I henceforth use $\Lambda_{i,z} \equiv \Lambda_{z}(\tilde{p}_i,y_i)$; $Q_{i,z} \equiv Q_{z}(\Lambda_{i,z})$ and $F_{i,z} \equiv F_{z}(\Lambda_{i,z})$ to denote demand shifters associated with country $i$’s market in segments $z$.

**Firms and Production.**—Every industry $k$ is populated with $N_{j,k}$ firms from country $j$, which compete under monopolistic competition. There is free entry, whereby a large pool of ex ante identical firms in country $j$ can pay an entry cost, $w_{j,f_k}$, to enter the industry. The free entry assumption introduces scale effects that magnify the extent of international specialization, but is not consequential to the main predictions of the model.

Firms operating in segment $z$ of industry $k$ are heterogeneous in their output quality, $\varphi$, which is the realization of a random variable drawn independently across firms from a distribution $G_{j,z}$. As a key assumption, I impose that $G_{j,z}$ is Pareto with the same shape parameter $\gamma_k > 0$ in all countries and in all segments pertaining to industry $k$.

**ASSUMPTION A3:** For all $\varphi$ and all $z \in Z_k$, $G_{j,z}(\varphi) = 1 - A_{j,z} \varphi^{-\gamma_k}$, with $\gamma_k > 0$.

The Pareto parametrization specified by Assumption A3 is by far the most common distributional assumption in heterogeneous firm models (e.g., Chaney 2008, Melitz and Ottaviano 2008, Simonovska 2015, Arkolakis et al. 2019). As we will see shortly, the main advantage of Assumption A3 is delivering the gravity equation for aggregate trade flows. The more specific assumption that $\gamma_k$ is uniform within industries is not consequential for the results that follow. Instead, it will allow me to highlight a previously unknown source of variation in the trade elasticities. Moreover, if $\rho_z$ is also uniform across industries (i.e., quality and quantity are exactly isomorphic), the quality heterogeneity specified by Assumption A3 can be trivially reinterpreted as productivity heterogeneity (see Melitz and Redding 2014). In that regard, the present framework also nests an extensive class of models featuring heterogeneous productivity firms.

Considering Assumptions A1–A3, firm $\omega$ is uniquely characterized by its output quality, $\varphi$. So, to simplify the notation without risk of confusion, I henceforth drop firm indices and use lowercase letters to denote firm-level variables as a function of firm-level quality and aggregate variables.

---

16 The support of distribution $G_{j,z}(\varphi)$ is $\varphi \geq A_{j,z}^{1/\gamma_k}$. 
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Upon entry, a firm can supply a differentiated good in each segment of industry $k$\footnote{By allowing firms to serve multiple segments, the present model accommodates firm heterogeneity in product scope. According to Hottman, Redding, and Weinstein (2016), product quality and product scope, together, explain more than four fifths of the variation in firm sales.}. The supply of differentiated goods is governed by constant returns to scale technologies, whereby firms from country $j$ face the following linear cost function when serving segment $z \in Z_k$ in market $i$:

$$C(q; \tau_{ji,k}, f_{i,z}, w_j, w_i) = \tau_{ji,k} a_z w_j q + w_i f_{i,z}. $$

In the above expression $q$ is the quantity supplied, with $c_z(\tau_{ji,k}, w_j) \equiv \tau_{ji,k} a_z w_j$ denoting the marginal cost of production and transportation that is paid in terms of the domestic labor wage, $w_j$. The marginal cost is governed by a segment-specific cost shifter, $a_z$, and an exporter-importer specific term, $\tau_{ji,k}$, that accounts for international differences in production and transportation costs—as shown in Appendix B, the above cost function and the corresponding analysis can be easily generalized to allow for the dependence of $C(\cdot)$ on output quality. Finally, $w_i f_{i,k}$ accounts for the fixed cost of serving market $i$ which is paid in terms of labor in the destination market. The cost function can be re-formulated in terms of effective output, $\tilde{q}$, as follows:

$$\tilde{C}(\tilde{q}, \varphi; \tau_{ji,k}, f_{i,z}, w_j, w_i) = \tau_{ji,k} a_z w_j \tilde{q} \varphi^{\rho_z} + w_i f_{i,z}.$$ 

Under monopolistic competition, a firm operating with an effective variable cost, $\tilde{c}_z (\varphi; \tau_{ji,k}, w_j) \equiv \tau_{ji,k} a_z w_j \varphi^{\rho_z/(\rho_z - 1)}$, chooses a market and segment-specific effective price $\tilde{p}_z(\tilde{c}_z, P_{i,z}, Q_{i,z})$ in order to maximize profits:

$$\pi(\tilde{c}_z, P_{i,z}, Q_{i,z}, L_i) = \max_{\tilde{p}_z} (\tilde{p}_z - \tilde{c}_z) \tilde{q}(\tilde{p}_z, P_{i,z}, Q_{i,z}) L_i,$$

where $\tilde{q}(\cdot) \times L_i$ is the total demand facing the firm in market $i$. Given that there is zero cross-cost passthrough between different varieties of a given firm, the first-order condition for the above problem entails that firms charge a monopoly markup that is inversely related to the underlying demand elasticity (Laffont and Tirole 1993). Considering the optimal markup, a firm will serve segment $z$ of market $i$, if and only if $\pi(\tilde{c}_z, P_{i,z}, Q_{i,z}, L_i) \geq w_i f_{i,z}$.

### A. Trade Equilibrium

Below, I characterize equilibrium outcomes at the firm and at the aggregate levels—in doing so, I borrow heavily from the analysis in Arkolakis et al. (2019)\footnote{While I closely follow Arkolakis et al. (2019) in deriving the gravity equation, the present model exhibits key differences with Arkolakis et al. (2019). Most importantly, aside from considering a more general demand system, Arkolakis et al. (2019) is a special case of the present model where $\rho_z$ is uniform across segments and equal to $1/2$. As a result, the pattern of specialization highlighted in Section IIC is absent in the Arkolakis et al. (2019) framework.}. Subsequently, I present a formal summary of the trade equilibrium.
Firm-Level Outcomes.—To outline the firm-level outcomes, consider a firm serving segment \( z \) in market \( i \), with effective cost \( \tilde{c}_{i,z} \) and effective price \( \hat{p}_{i,z} \)—keep in mind that \( \tilde{c}_{i,z} \equiv \tilde{c}_{i,z}(\varphi_{k}, \tau_{i,k}, w_{j}) \) is a function of country of origin characteristics and firm-level quality. Following Assumption A2, the Marshallian demand elasticity facing such a firm can be expressed as a function of its effective price, \( \hat{p}_{i,z} \), relative to a market-level index, \( P_{i,z} \equiv w_{i}/F_{i,z} \), as follows:

\[
\varepsilon_{z}(\hat{p}_{i,z}/P_{i,z}) \equiv -\partial \ln \mathcal{D}_{z}(\hat{p}_{i,z}/P_{i,z})/\partial \ln \hat{p}_{i,z}.
\]

Hence, defining \( \nu_{i,z} \equiv P_{i,z}/\tilde{c}_{i,z} \), the optimal markup, \( m_{i,z} \equiv \hat{p}_{i,z}/\tilde{c}_{i,z} = P_{i,z}/c_{i,z} \), on any variety sold in segment \( z \) can be calculated as

\[
m_{i,z} = \varepsilon_{z}(\hat{p}_{i,z}/P_{i,z}) / \varepsilon_{z}(\hat{p}_{i,z}/P_{i,z}) - 1 = \frac{\varepsilon_{z}(m_{i,z}/\nu_{i,z})}{\varepsilon_{z}(m_{i,z}/\nu_{i,z}) - 1}.
\]

It is straightforward to verify that if \( \varepsilon_{z}^\prime(x) > 0 \), there exists a unique markup function, \( m_{i,z} \equiv \mu_{i,z}(\nu_{i,z}) \), that implicitly solves the above equation. More importantly, \( \mu_{i,z}(\cdot) \) does not depend on the firm’s country of origin. Altogether, given the demand function specified by Assumption A2, and noting that \( \hat{p}_{i,z} = m_{i,z}\tilde{c}_{i,z} \) with \( \tilde{c}_{i,z} = P_{i,z}/\nu_{i,z} \), the total sales of a firm serving segment \( z \in \mathcal{Z}_{k} \) of market \( i \) can be calculated as

\[
x(\nu_{i,z}, P_{i,z}, Q_{i,z}, L_{i}) = \frac{\mu_{i,z}(\nu_{i,z})}{\nu_{i,z}} P_{i,z} \mathcal{D}_{z}(\frac{\mu_{i,z}(\nu_{i,z})}{\nu_{i,z}}) Q_{i,z} L_{i}.
\]

The above expression then implies the following segment-specific profit function:

\[
\pi(\nu_{i,z}, P_{i,z}, Q_{i,z}, L_{i}) = \left[(\mu_{i,z}(\nu_{i,z}) - 1)/\mu_{i,z}(\nu_{i,z})\right] x(\nu_{i,z}, P_{i,z}, Q_{i,z}, L_{i}).
\]

The zero-profit cutoff condition for segment \( z \) in market \( i \) can, therefore, be expressed as follows:

\[
\pi(\nu_{i,z}^*, P_{i,z}, Q_{i,z}, L_{i}) = w_{i} f_{i,z},
\]

The implicit solution to the above equation, \( \nu_{i,z}^* \), implies a cut-off that depends solely on the characteristics of market \( i \) and is independent of the origin country.\(^{19}\)

Alternatively, the demand structure specified by Assumption A2, is general enough to admit a choke price, \( b_{i,z} \), such that \( \pi_{i,z} = 0 \) if \( \tilde{c}_{i,z} \geq b_{i,z} \). So even in the case where \( f_{i,z} = 0 \), there exists a cut-off \( \nu_{i,z}^* = P_{i,z}/b_{i,z} \) that is invariant to the characteristics of the origin country.

\(^{19}\)The quality cutoff, \( \varphi_{i,z}^* \), implied by \( \nu_{i,z}^* \) is, however, origin country specific.
Aggregate Outcomes.—Total sales of country $j$ to market $i$ in segment $z \in Z_k$ can be calculated as the sum of all firm-level sales as follows:

$$X_{ji,z} = N_{j,k} \int \pi \left( P_{i,z}/\tau_{ji,k} a_z w_j \phi_i^{\rho_i - 1}, P_{i,z}, Q_{i,z}, L_i \right) dG_{i,z}(\varphi).$$

Noting that (i) $dG_{i,z} = \gamma_k A_{i,z} \varphi^{-\gamma_k - 1}$, by Assumption A3, and (ii) $\nu_{i,z} = (P_{i,z}/\tau_{ji,k} a_z w_j) \varphi_i^{1-\rho_i}$, the above equation can be reformulated as

$$X_{ji,z} = \chi_{i,z} A_{j,z} N_{j,k} \left( \tau_{ji,k} w_j \right)^{-\gamma_k (1/\rho_i - 1)},$$

where $\chi_{i,z} \equiv \gamma_k a_z^{\theta_z} Q_{i,z} P_{i,z} \left( \int_{\nu_{i,z}}^{\infty} \frac{\mu_{i,z}(\nu)}{\nu} D_z \left( \frac{\mu_{i,z}(\nu)}{\nu} \right) \nu^{-\gamma_k - 1} \frac{d\nu}{\nu} \right)^{1/\rho_i}$. 

Correspondingly, the aggregate segment-level profits collected from sales to market $i$ is given by

$$\Pi_{ji,z} = N_{j,k} \int \pi \left( P_{i,z}/\tau_{ji,k} a_z w_j \phi_i^{\rho_i - 1}, P_{i,z}, Q_{i,z}, L_i \right) dG_{i,z}(\varphi)$$

$$= \zeta_{i,z} \chi_{i,z} A_{j,z} N_{j,k} \left( \tau_{ji,k} w_j \right)^{-\gamma_k (1/\rho_i - 1)},$$

where

$$\zeta_{i,z} \equiv \int_{\nu_{i,z}}^{\infty} \frac{\mu_{i,z}(\nu) - 1}{\mu_{i,z}(\nu)} D_z \left( \frac{\mu_{i,z}(\nu)}{\nu} \right) \nu^{-\gamma_k - 1} \frac{d\nu}{\nu}.$$

The above equations imply that the share of country $j$’s profits, $\Pi_{jk}$, from total sales, $R_{j,k}$, in industry $k$ is equal to $\zeta_{i,z} \equiv \Pi_{j,k}/R_{j,k} = (\sum_{i,z} \zeta_{i,z} X_{ji,z}) / (\sum_{i,z} X_{ji,z})$. Note that if we were also to assume that $\nu_{i,z}$ is uniform across markets à la Arkolakis et al. (2019), then $\zeta_{i,z}$ will be constant and uniform within segment $z$ and profits will be a constant share of total revenue.

Summary of Equilibrium.—A trade equilibrium is an $N \times K$ vector of entrants $\mathbf{N} \equiv [N_{i,k}]$, an $N \times 1$ vector of national wage rates, $\mathbf{w} \equiv [w_i]$, an $N \times K$ vector of industry-level employment, $\mathbf{L} \equiv [L_{i,k}]$, an $N \times 1$ vector of income levels, $\mathbf{y} \equiv [y_i]$, and an $N \times K \times Z$ vector of market-specific cut-offs, $\mathbf{\nu}^* \equiv [\nu^*_{i,z}]$, that satisfy (i) the free entry condition (FE), (ii) the industry and aggregate-level

---

20The term $\theta_z \equiv \gamma_k (1/\rho_i - 1)$ denotes the trade elasticity, which I will elaborate on later. Also, in the integrals, the subscript for $\nu$ is dropped in the interest of brevity.
labor market clearing conditions (LMC), (iii) the representative consumers budget constraint, and (vi) the zero-profit cutoff condition (ZPC).\(^{21}\)

\[(FE)\quad N_{j,k} = \tilde{\zeta}_{j,k} L_{j,k}/f_k,\]

\[(industry\ LMC)\quad w_j L_{j,k} = \sum_{i=1}^{N} \sum_{z \in Z_k} X_{j,i,z} + N_{j,i} w_j f_{j,i,z} - N_{j,z} w_i f_{i,z},\]

\[(aggregate\ LMC)\quad \sum_{k=1}^{K} L_{j,k} = L_j,\]

\[(BC)\quad y_i L_i = w_i L_i = \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{z \in Z_k} X_{m,z},\]

\[(ZPC)\quad \pi(v_{i,z}^*, P_{i,z}, Q_{i,z}, L_i) = w_i f_{i,z},\]

where \(N_{j,z} \equiv N_j (1 - G_{j,z}(v_{i,z}^*))\) denotes the mass of country \(j\) firms that can profitably serve market \(i\) in segment \(z \in Z_k\).\(^{22}\) In constructing the equilibrium, note that given the markup equation, the vector of wages, \(w = y\), fully determines the income levels, the entire schedule of prices in each market, as well as \(P_z(\bar{p}, y)\) and \(Q_z(\bar{p}, y)\). Also, given that the Marshallian demand must satisfy the budget constraint \(BC\) of the representative consumer, trade is necessarily balanced, i.e., \(\sum_n \sum_k \sum_{z \in Z_k} X_{m,z} = \sum_j \sum_k \sum_{z \in Z_k} X_{j,i,z}\) for every country \(i\).

**Gravity Equation.**—An attractive feature of the present framework is that country-level export flows within each segment are characterized by a gravity equation. Specifically, let \(\alpha_{i,k}\) denote country \(i\)'s expenditure share on industry \(k\), and \(e_{i,z}\) denote country \(i\)'s (within-industry) expenditure share on segment \(z\). Equation (3) then implies that total export flows from country \(j\) to \(i\) within segment \(z\) of industry \(k\) are given by

\[(4)\quad X_{j,i,z} = \frac{A_{j,z} N_{j,k} (\tau_{j,k} w_j)^{\gamma_k(1 - 1/\rho_z)}}{\sum_{n=1}^{N} A_{n,z} N_{n,k} (\tau_{n,k} w_n)^{\gamma_k(1 - 1/\rho_z)}} e_{i,z} \alpha_{i,k} Y_i,\]

where \(Y_i \equiv w_i L_i\) denotes total income in country \(i\). The trade elasticity underlying the above gravity equation, \(\theta_z \equiv \gamma_k (1 - 1/\rho_z)\), depends on both (i) the industry-level degree of firm heterogeneity, \(\gamma_k\), and (ii) the segment-level degree of quality intensity, \(\rho_z\). Only in the case of exact isomorphism between quality and quantity (which amounts to setting \(\rho_z = 1/2, \forall z\)), the trade elasticity becomes identical to the Pareto shape parameter, \(\gamma_k\), as in Chaney (2008).

---

\(^{21}\) The existence and uniqueness of equilibrium in the present setup is nontrivial. But, for a given vector \(v^*\), the present model falls under the class of multi-industry gravity models studied in Kucheryavyy, Lyn, and Rodríguez-Clare (2016); and satisfies the necessary condition for uniqueness and existence of equilibrium in these models—see Propositions 2–6 in Kucheryavyy, Lyn, and Rodríguez-Clare (2016).

\(^{22}\) \(dG_{j,z}(v) \equiv dG_{j,z}(\tau_{j,k} w_j)^{1/\rho_z - 1}/P_{i,z}\) denotes the PDF of \(v\) for country \(j\) firms selling to market \(i\) in segment \(z\).
B. A Special Case: CES without $q\cdot\varphi$ Isomorphism

To put the above model in perspective, it is useful to outline a special case of the model with familiar CES preferences. This special case is essentially a variation of Chaney (2008) that relaxes the exact isomorphism between quality and quantity. In this special case, the utility of the representative consumer has the following parametric structure:

$$W_i = \prod_{k=1}^{K} \prod_{z \in Z_k} \left( \int_{\omega \in \Omega_{z,k}} \varphi_\omega^{\frac{1}{\varepsilon}} q_\omega^{1-\varepsilon} d\omega \right)^{\varepsilon_i \cdot \alpha_{i,k}} \cdot \cdots,$$

where $\alpha_{i,k}$ denotes the share of market $i$’s expenditure on industry $k$, while $e_{i,z}$ denotes the (within-industry) share of expenditure on segment $z$, with $\sum_k \alpha_{i,k} = 1$ and $\sum_z e_{i,z} = 1$. Based on the above utility, $\rho_z = 1/\varepsilon_z$, and the demand function facing firm $\omega$ is $\tilde{q}_\omega = (\tilde{p}_{\omega}^{-\frac{1}{\varepsilon_z}} / \sum_k \int_{\omega} \tilde{p}_{\omega}^{1-\varepsilon_z} d\omega) e_{i,z} Y_p$, with the effective quantities and prices defined as $\tilde{q}_\omega \equiv q_\omega \varphi_\omega^{\frac{1}{(1-\varepsilon_z)}}$ and $\tilde{p}_\omega \equiv p_\omega / \varphi_\omega^{\frac{1}{(1-\varepsilon_z)}}$. One can verify, either directly or by using equation (4), that the gravity equation in this special case adopts the following formulation:

$$X_{ji,z} = \frac{A_{j,z} N_{j,k} \left( \tilde{\tau}_{ji,k} w_j \right)^{\gamma_k (1-\varepsilon_z)}}{\sum_n \frac{A_{n,z} N_{n,k} \left( \tilde{\tau}_{ni,k} w_n \right)^{\gamma_k (1-\varepsilon_z)}}{e_{i,z} \cdot \alpha_{i,k} Y_i}}.$$

Based on the above gravity equation, the trade elasticity, $\theta_z = \gamma_k (1 - \varepsilon_z)$, depends on both the firm-level demand elasticity, $\varepsilon_z$, which governs the degree of quality intensity, and the Pareto shape parameter, $\gamma_k$. In other words, the model predicts a strong link between the degree of firm-level and country-level market powers, which, as I will argue later, has sharp macro-level implications.

C. The Structure of Within-Industry Specialization

The present framework offers a new perspective on the structure of within-industry specialization. As a first step in demonstrating this, I use the gravity equation to determine the composition of country-level exports across segments of an industry. Following equation (4), the relative exports of countries $j$ and $n$ to market $i$ across segments $z$ and $z' \in Z_k$ are given by

$$\frac{X_{ji,z} / X_{ji,z'}}{X_{ni,z} / X_{ni,z'}} = \left( \frac{A_{j,z} / A_{j,z'}}{A_{n,z} / A_{n,z'}} \right) \left( \frac{\tilde{\tau}_{ji,k} w_j}{\tilde{\tau}_{ni,k} w_n} \right)^{\gamma_k \left( \frac{1}{\rho_z} - \frac{1}{\rho_{z'}} \right)}.$$

Based on equation (5), revealed comparative advantage across segments of an industry is governed by (i) technical comparative advantage through $A_{j,z} A_{n,z'}/A_{j,z'} A_{n,z}$, as well as (ii) differences in trade costs, $\tau$, and labor cost, $w$. The latter margin yields a clear pattern of specialization, which is outlined below.
LEMMA 1 (ρ-Driven Specialization): Absent technical comparative advantage (i.e., \( A_{ijz} = A_{ikz} \)), high-\( w \) and high-\( \tau \) economies have a revealed comparative advantage in high-\( \rho \) (quality-intensive) segments of industries.

Lemma 1 is a reduced-form result that follows directly from equation (5), relating a country’s export composition to its wage level and geo-location, which are both observable. While Lemma 1 is agnostic to the source of cross-national wage differences, it requires the segment-neutrality of \( A \)'s, a sufficient condition to rule out cases where low-\( w \) or low-\( \tau \) economies have a technical comparative advantage (i.e., a higher relative \( A \)) in high-\( \rho \) segments. To the extent that Lemma 1 outlines a pattern of specialization across industry segments with different trade elasticities, \( \theta_z \equiv \gamma_k \left(1 - \frac{1}{\rho_z}\right) \), it resembles the theory in Fieler (2011). The present model, however, identifies a novel source of variation in the trade elasticities that operates through \( \rho_z \), and that is absent in Fieler (2011) or prior gravity models. Accordingly, specialization across low- and high-trade elasticity segments, in the present model, assumes a different interpretation compared to Fieler (2011).

The next step is to determine how the pattern of specialization outlined by Lemma 1 dictates the structure of export market power and markups. This transition is guided by an important feature of the model where even though markups are variable, the distribution of firm-level markups is invariant to the characteristics of the exporting country. To demonstrate this, let \( \mathcal{M}_{ji,z}(m\mid w_j, \tau_{ji,k}) = \Pr\{\mu_z(\nu) \leq m \mid \nu \geq \nu_{ijz}^i\} \) denote the distribution of firm-level export markups from country \( j \) to \( i \) in segment \( z \). Appendix C demonstrates that \( \mathcal{M}_{ji,z} \) is invariant to the exporting country’s characteristics, \( \tau_{ji,k} \) and \( w_j \), and is given by

\[
\mathcal{M}_{ji,z}(m\mid w_j, \tau_{ji,k}) = \mathcal{M}_{i,z}(m) = 1 - \left(\nu_{ijz}^i(\mu_{i,z}(m))^{-\gamma_k(\rho_z - 1)}\right)'
\]

The distribution of export markups, however, varies systematically across segments and also with the characteristics of the importing country \( i \). The across-market variation in markups is a reflection of pricing-to-market, as in Simonovska (2015). The following lemma summarizes the result concerning the invariance of markup distribution across exporters.

LEMMA 2 (Within-Segment Markup Distribution): The distribution of export markups within segment \( z \) is invariant to the exporting country’s characteristics.
average export markup within segments. Instead, the industry-level heterogeneity in export markup levels is driven exclusively by the composition of exports across segments.

Lemma 2 points to two important corollaries. First, it entails that the distribution of demand elasticities facing firms exporting from country \( j \) to market \( i \) is also invariant to country \( j \)'s characteristics: \( \mathcal{E}_{ji,z}(m; w_{ji}, \tau_{ji,k}) = \mathcal{E}_{i,z}(\varepsilon) \). Given the invariance of the markup and demand elasticity distributions, I henceforth use \( \bar{\varepsilon}_{i,z} \) and \( \bar{m}_{i,z} \) to denote the average demand elasticity and markup level associated with segment \( z \) in market \( i \):

\[
\bar{\varepsilon}_{i,z} \equiv \int_\varepsilon \varepsilon \ d\mathcal{E}_{i,z}(\varepsilon),
\]

\[
\bar{m}_{i,z} \equiv \int_m m \ d\mathcal{M}_{i,z}(m).
\]

Correspondingly, in each market, we can uniquely rank segments within industry \( k \) by their average firm-level markup or elasticity level. Such a ranking is also significant from a macro-level perspective given that, under free entry, \( \bar{m}_{i,z} \) represents the degree of scale economies in segment \( z \). To elaborate, consider the standard definition of the scale elasticity, which is the elasticity at which firm-level output increases with total input cost: \( \psi \equiv \frac{\partial \ln q}{\partial \ln C} \). It is a well-known that if (i) firms are profit-maximizing and (ii) there is free entry (\( AC = p \)), this elasticity equals the firm-level markup (see Hanoch 1975 and Helpman 1984). In particular,

\[
\text{scale elasticity: } \psi \equiv \frac{AC}{MC} = \frac{p}{MC} = \frac{\varepsilon}{\varepsilon - 1} = m,
\]

where \( MC \) and \( AC \), respectively, denote the marginal cost and average cost at the firm level. Considering the above equation, high-\( m \) or low-\( \bar{\varepsilon} \) segments can be viewed as high-scale intensive. As one may expect, this connection has basic implications for the gains from trade and cross-country income differences—a point I will return to in Section IV.

The final step in establishing my theoretical proposition is to relate \( \rho \)-driven specialization (Lemma 1) to the markup and scale-intensity of a nation’s exports. To this end, I impose the following testable assumption that links the segment-level quality intensity, \( \rho_{z} \), to its average demand elasticity, \( \bar{\varepsilon}_{i,z} \).

ASSUMPTION A4 (Relation between \( \bar{\varepsilon} \) and \( \rho \)): Firms on average face a lower demand elasticity, \( \bar{\varepsilon}_{i,z} \), in high-quality-intensive (high-\( \rho_{z} \)) segments of an industry.

The above assumption is already implicit in the CES case outlined in Section IIB, where \( \rho_{z} = 1/\varepsilon_{z} \). Beyond CES, the prior literature has occasionally invoked Assumption A4, with Rodrik (1994), for instance, arguing that quality-intensive segments are less standardized and therefore less price sensitive. But more importantly,
Assumption A4 is empirically testable. In Section III, I employ rich micro-level data to establish that the empirical relationship between quality intensity and the demand elasticity aligns with Assumption A4.

Assumption A4 paired with Lemmas 1 and 2 imply my main proposition that high-income and geographically remote economies specialize in high-markup, high-scale-intensive segments of industries. Appendix C provides a formal proof of this claim, and the following provides a formal statement.

**PROPOSITION 1:** Absent technical comparative advantage, high-wage and geographically remote economies specialize in high-scale intensive, high-markup segments of industries.

The intuition behind Proposition 1 is straightforward. National industries that face high labor or transportation costs tend to export relatively more in quality-intensive (low trade elasticity) segments where aggregate sales are less sensitive to aggregate cost measures. Per Assumption A4, high quality-intensive segments are also those in which firms, as an individual unit, enjoy greater market power and set higher markups. Altogether, these two patterns yield the proposition stated above. To better understand Proposition 1, bear in mind that higher wage levels in the present model are a reflection of the economy being agglomerated with high-quality firms (which will be reflected in a higher $\alpha$). Proposition 1, merely states that an agglomeration of high-quality firms in an economy puts upward pressure on the local wage, inducing firms to specialize in high-market power, high-scale-intensive segments of industries.

**Discussion.**—Assumptions A1–A4 outline a set of sufficient conditions that deliver Proposition 1. Of these, Assumption A1 is less consequential. It relaxes the quality-quantity isomorphism in favor of a less-restrictive assumption to identify a new source of variation in the trade elasticities. Assumptions A2 and A3 are conventional assumptions that deliver the gravity equation—as noted earlier, both assumptions underlie an important class of constant and variable markup trade models. Assumption A4, however, is a major assumption that can be tested with micro-level data, and the following section is dedicated to this task.

Note, however, that even a weaker version of Assumption A4 will still yield Proposition 1. Specifically, as long as the segment-wide trade elasticity $\theta_z \equiv \gamma_k(1 - 1/\rho_z)$ is positively correlated with the average firm-level demand elasticity, $\bar{\varepsilon}_{iz}$, the pattern of revealed comparative advantage outlined by Lemma 1, will yield Proposition 1. The same applies even if the Pareto shape parameter, $\gamma$, is segment-specific.

Finally, the specialization pattern outlined by Proposition 1 can concurrently occur at various levels of aggregation. In the interest of consistency, the theory was cast here as one of within industry specialization. But one can alternatively assume that A1–A4 hold across (rather than within) industries to arrive at a similar proposition regarding across-industry specialization. In that case, high-wage and remote economies specialize in high-market power, high-scale-intensive industries.
D. An Alternative View on Export Price Levels

Proposition 1 offers a new perspective on the previously highlighted facts (i) and (ii): that export price levels increase with distance and the income per capita of the exporting country. As noted before, the dominant view in the literature is that these facts are driven by quality specialization. Against the backdrop of this dominant view, Proposition 1 highlights the markup channel as an alternative driver of the aforementioned facts, while Lemma 1 provides an alternative view on the origins of quality specialization.

To elaborate, note that the average free on board price of exports from country \( j \) to market \( i \) in industry \( k \) can be decomposed as follows:

\[
\tilde{p}_{ji,k} = \tilde{\mu}(\tau_{ji,k}, w_j) \times \tilde{a}(\tau_{ji,k}, w_j) w_j, 
\]

where \( \tilde{a}(\tau_{ji,k}, w_j) \equiv \sum_{z \in \mathbb{Z}} a_{z} r_{ji,z}(\tau_{ji,k}, w_j) \) and \( \tilde{\mu}(\tau_{ji,k}, w_j) \equiv \sum_{z \in \mathbb{Z}} \tilde{m}_{i,z} r_{ji,z}(\tau_{ji,k}, w_j) \), respectively, denote the average markup and unit labor cost embedded in country \( j \)’s industry-level exports to markets \( i \), with \( r_{ji,z} \equiv X_{ji,z}/\sum_{z \in \mathbb{Z}} X_{ji,z} \) being the share of segment \( z \) from total industry-level export sales. In the above expression, the markup-driven competent, \( \tilde{\mu}(\tau, w) \), has a clear connotation. The cost-driven term, \( \tilde{a}(\tau, w) w \), meanwhile, primarily accounts for quality differences. In particular, \( \tilde{a}(\tau, w) w \) may be higher due to (i) a higher wage, which reflects an agglomeration of high-quality firms in the economy, or (ii) a higher \( a_z \), which reflects a higher share of exports in high-quality-intensive segments, provided that \( \alpha_z \) is increasing in the degree of quality intensity, \( \rho_z \).

From the lens of the present model, the markup-driven term, alone, can explain why exports from rich and distant suppliers exhibit higher price levels. In particular, Proposition 1 asserts that \( \partial^2 r_{ji,z} / \partial \tau_{ji,k} \partial \tilde{m}_{i,z} > 0 \) and \( \partial^2 r_{ji,z} / \partial w_j \partial \tilde{m}_{i,z} > 0 \), which along with the fact that \( \sum_{z \in \mathbb{Z}} r_{ji,z} = 1 \), imply the following:

\[
(6) \quad \frac{\partial \tilde{\mu}(\tau_{ji,k}, w_j)}{\partial \tau_{ji,k}} = \sum_{z \in \mathbb{Z}} \tilde{m}_{i,z} \frac{\partial r_{ji,z}}{\partial \tau_{ji,k}} > 0, \\
\frac{\partial \tilde{\mu}(\tau_{ji,k}, w_j)}{\partial w_j} = \sum_{z \in \mathbb{Z}} \tilde{m}_{i,z} \frac{\partial r_{ji,z}}{\partial w_j} > 0. 
\]

Based on the above, the “Washington apples” effect, \( \partial \tilde{p}_{ji,k} / \partial \tau_{ji,k} > 0 \), is partly driven by distant exporters sorting into high-markup segments; or the observation that \( \partial \tilde{p}_{ji,k} / \partial w_j > 0 \) is reflective of high-income economies exporting relatively more goods pertaining to high-markup segments of industries. Even though this mechanism concerns export markups, it operates orthogonal to the well-known variable markup mechanism. As implied by Lemma 2, markups can be variable across firms, but the distribution of markups, within segments, is the same for all exporting countries. That being the case, variable markups can explain why Australian firms set higher prices in the US market than in China, but not why the
US imports higher price goods from Australia than from, say, Canada. The above mechanism, by contrast, explains this exact type of variation.

Finally, in the present model, the quality margin also contributes to the positive relationship between $\tau_{ji,k}$, $w_j$, and $\bar{p}_{ji,k}$, but through a mechanism that is distinct from those specified in the prior literature. Specifically, provided that high-quality-intensive (high-$\rho$) segments involve higher productions cost, $a_z$, Lemma 1 implies that $\partial a_j(\tau, w_j)/\partial \tau > 0$ and $\partial a_j(\tau, w_j)/\partial w > 0$. That is, absent markup heterogeneity, a higher $\tau_{ji,k}$ or $w_j$ increases the aggregate export price level, $\bar{p}_{ji,k}$, by inducing specialization in quality-intensive segments.

III. Micro-Level Evidence

Even if the full schedule of export markups were observable, testing Proposition 1 directly would remain challenging as it requires information on the full vector of deep technology parameters, $A \equiv [A_{i,z}]$. To elaborate, suppose the data suggests that high-wage and remote economies export relatively more in high-markup segments. It may very well be the case that they have a factor-driven or a historical scale-driven comparative advantage in these segments, which will be reflected in a higher $A$. Alternatively, high-wage and remote economies may have a fundamental comparative disadvantage in high-markup segments, which will negate the mechanism highlighted in this paper.

Despite such complications, one can still indirectly test Proposition 1 by evaluating the sufficient conditions that lead to it. As noted earlier, of the assumptions leading to Proposition 1, Assumption A1 is not consequential; Assumptions A2 and A3 are standard assumptions that deliver the gravity equation (see Arkolakis et al. 2019); but Assumption A4 is a unique assumption that is empirically testable. Considering this, I first conduct a formal test of Assumption A4 in this section. I then present direct evidence that factual export patterns do in fact comply with Proposition 1. Finally, I discuss the limitations of my analysis and provide auxiliary evidence on across-segment specialization.

A. Data Description

The empirical analysis that follows uses import transactions data from the Colombian Customs Office for the 2007–2013 period. The data covers the universe of all import transactions in Colombia, reporting the following information per transaction: date of transaction, Harmonized System 10-digit product category (HS10), importing and exporting firm’s IDs, free on board values of shipments in US dollars, quantity and the unit it is measured in, freight in US dollars, insurance

23 The data is obtained from Datamyne, a company that specializes in documenting import and export transactions in the Americas. For more detail, please see www.datamyne.com.
24 The identification of the Colombian importing firms is standardized by the national tax ID number. For the foreign exporting firms, the data provide the name of the firm, phone number, and address. The names of the firms are not standardized, and thus there are instances in which the name of a firm and its address are recorded differently (e.g., using abbreviations, capital and lower-case letters, dashes, etc.). To deal with this problem, I follow the guidelines in Lashkaripour and Lugovskyy (2019), which involves standardizing the spelling and the length of the names along with utilizing the data on firms’ phone numbers.
in US dollars, import tariff and value-added tax rates, and country of origin. The online Appendix (Table 1) reports a summary of basic trade statistics for this dataset. A possible challenge when working with this dataset is that Colombia has been changing the HS10 classification for some products between 2007 and 2013. Fortunately, the Colombian Statistical Agency, DANE, has kept track of these changes, permitting the concordance of Colombian HS10 codes over time—the concordance procedure closely follows the guidelines in Lashkaripour and Lugovskyy (2019), with changes in HS10 codes affecting less than 0.1 percent of the observations between 2007 and 2013. My analysis also requires (i) data on monthly average exchange rates, which are taken from the Bank of Canada; (ii) data on national accounts that are taken from the Penn World Table version 9; and (iii) data on geo-distance, which are taken from the Cepii database (Mayer and Zignago 2011).

To map theory to data, I take a similar approach to Holmes and Stevens (2014), using the 4-digit Standard Industrial Classification (SIC) to define industries and the 10-digit HS10 product classification to specify segments within an industry. To fix, consider the following group of HS10 product segments: “passenger cars with 1000–1500cc engines,” “passenger cars with larger than 3000cc engines,” “limousines,” “tractors,” “golf carts,” and so on. Based on the Standard Industrial Classification, these segments are grouped together into SIC 3711, which corresponds to “motor vehicles and passenger car bodies.” The analysis that follows concerns specialization across these narrowly defined HS10 segments that are grouped into broadly defined SIC industries.

B. Estimating the Segment-Level Demand Elasticity: $\varepsilon_z$ 

For every variety $\omega, z_t$ exported to Colombia by firm $\omega$, in HS10 segment $z$, in year $t$, I observe export quantity, $q_{\omega, z_t}$, as well as the free on board value plus transportation costs and tariff/tax charges, which can be used to construct the consumer price, $p_{\omega, z_t}$, associated with that variety. Given data on firm-level quantities and prices, I estimate the average demand elasticity facing firms in segment $z$ using the following estimating equation:

$$\ln q_{\omega, z_t} = -\varepsilon_z \ln p_{\omega, z_t} + \delta_{\omega z} + \delta_{z t} + \xi_{\omega, z t},$$

where $\delta_{\omega z}$ and $\delta_{z t}$ control for firm-product and product-year fixed effects, and $\xi_{\omega, z t}$ represent non-price-demand shifters such as measurement errors or time-varying components of quality, $\varphi_{\omega, z t}$.

To eliminate the firm-product fixed effects, I take first-differences from equation (7) to arrive at the following estimating equation:

$$\Delta \ln q_{\omega, z_t} = -\varepsilon_z \Delta \ln p_{\omega, z_t} + \Delta \delta_{z t} + \Delta \xi_{\omega, z_t}.$$

The first-difference estimator exhibits a couple of attractive features for the purpose of my analysis: (i) it eliminates observations pertaining to one-time exporters, (ii) it is more efficient than the fixed effect estimator when \( \xi_{\omega,t} \) and \( k_t \) are sequentially correlated, and (iii) it requires a weaker orthogonality condition, \( \operatorname{E}[\Delta \ln p_{\omega,t} | \Delta \xi_{\omega,t}] = 0 \), than the fixed effect estimator.

As a first step, I separately estimate equation (8) for 5,669 HS10 segments using the first-difference OLS estimator. For 4,391 of these HS10 segments, the estimation produces a positive elasticity, \( \varepsilon_{-z} \) (i.e., a negative coefficient on unit price) with a robust \( t \)-statistic that is greater than one. As a first step, I separately estimate equation (8) for 5,669 HS10 segments using the first-difference OLS estimator. For 4,391 of these HS10 segments, the estimation produces a positive elasticity, \( \varepsilon_{-z} \) (i.e., a negative coefficient on unit price) with a robust \( t \)-statistic that is greater than one. A basic summary of the OLS-estimated demand elasticities is reported in the first row of Table 2.

### IV Estimation

A general concern when estimating equation (8) is that demand shocks, \( \Delta \xi_{\omega,z,t} \), may be correlated with longitudinal changes in price, \( \Delta \ln p_{\omega,z,t} \). Such a correlation, which may be driven by measurement errors or by quality upgrading, leads to a violation of the orthogonality condition, \( \operatorname{E}[\Delta \ln p_{\omega,z,t} | \Delta \xi_{\omega,z,t}] \neq 0 \). The standard approach to handling such a concern is to instrument for \( \Delta \ln p_{\omega,z,t} \) with a plausibly exogenous cost shifter that is orthogonal to \( \Delta \xi_{\omega,z,t} \). Changes in import tariff rates are often considered to be an appropriate instrument in these circumstances. But since equation (8) is being estimated at the firm level, import tariffs do not qualify as a strong instrument, as they exhibit little-to-no variation across firms from the same country.

To overcome the identification challenge, I use the methodology in Lashkaripour and Lugovskyy (2019), which is to instrument for \( \Delta \ln p_{\omega,z,t} \) using a plausibly exogenous measure of exposure to aggregate exchange rate shocks. 

---

Table 2—Summary of the Estimated Segment-Level Elasticities

<table>
<thead>
<tr>
<th>Panel A. Segment-level demand elasticity: ( \varepsilon_z )</th>
<th>Mean</th>
<th>Median</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Number of sig. estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>1.13</td>
<td>0.90</td>
<td>0.61</td>
<td>1.23</td>
<td>4,391</td>
</tr>
<tr>
<td>2SLS</td>
<td>2.74</td>
<td>1.88</td>
<td>1.20</td>
<td>3.03</td>
<td>1,283</td>
</tr>
<tr>
<td>LIML</td>
<td>2.78</td>
<td>1.93</td>
<td>1.21</td>
<td>3.26</td>
<td>1,627</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B. Segment-level trade elasticity: ( \theta_z \equiv (1/\rho_z - 1) \gamma_k )</th>
<th>Mean</th>
<th>Median</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Number of sig. estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>1.05</td>
<td>0.76</td>
<td>0.42</td>
<td>1.28</td>
<td>2,706</td>
</tr>
<tr>
<td>2SLS</td>
<td>2.24</td>
<td>1.69</td>
<td>1.05</td>
<td>2.75</td>
<td>1,827</td>
</tr>
<tr>
<td>LIML</td>
<td>2.58</td>
<td>1.89</td>
<td>1.16</td>
<td>3.21</td>
<td>1,701</td>
</tr>
</tbody>
</table>

---

26 Throughout this section, I drop elasticity estimates that exhibit a robust \( t \)-statistic below or equal to one. My analysis, however, produces qualitatively similar results when I drop elasticities that exhibit a robust \( t \)-statistic below or equal to two.

27 The estimation conducted here differs from Lashkaripour and Lugovskyy (2019) in two basic aspects. First, Lashkaripour and Lugovskyy (2019) jointly estimate the country-level and firm-level demand elasticities,
This procedure involves compiling an external database on aggregate monthly exchange rates, and interacting the monthly variation in aggregate exchange rates with the monthly composition of firm-level exports in the prior two years. Doing so delivers the following shift-share instrument:

$$Z_{\omega,zt} = \sum_{\ell=1,2} \sum_{mo=1}^{12} \Delta E_{jt}(mo) \times r_{\omega,zt-\ell}(mo),$$

with $\Delta E_{jt}(mo)$ denoting the change in country $j$’s exchange rate with Colombia in month $mo$ of year $t$; and $r_{\omega,zt-\ell}(mo)$ and denotes the prior share of firm $\omega$’s month $mo$ sales in year $t - \ell$. To elaborate, $Z_{\omega,zt}$ measures the variety-specific exposure to exchange rate shocks. It builds on the fact that aggregate exchange rate movements may have differential effects on firms, depending on the monthly composition their export sales. In that regard, $Z_{\omega,zt}$ resembles the widely used Bartik instrument. Perhaps most importantly, $Z_{\omega,zt}$ captures a plausibly exogenous source of variation in firm-level costs, provided that aggregate exchange rates and historical export patterns are independent of concurrent demand shocks.

I conduct a battery of tests to diagnose the strength of my price instruments in Table 3. Given that errors may be heteroskedastic, I use the heteroskedasticity-robust Kleibergen and Paap (2006) test statistics to diagnose underidentification and weak instruments. Based on the Kleibergen-Paap LM statistic, I can reject the null hypothesis that the model is unidentified. To test if the instruments are only weakly correlated with unit price, I also report heteroskedasticity-robust Kleibergen and Paap (2006) Wald rk $F$-statistic. While critical values for the Cragg and Donald (1993) $F$-statistic have been provided by Stock and Yogo (2002) in the homoskedastic case, there is no tabulation of such values for the heteroskedastic case. So, as is common in the literature, I compare the heteroskedasticity-robust statistic to the Stock and Yogo (2002) critical values, which allows me to reject the null of weak instruments. Finally, Table 3 also reports the Anderson and Rubin (1949) Wald test, which strictly rejects the null that the coefficients on the excluded instruments are jointly zero when they are included in place of unit price, $\Delta \ln p_{\omega,zt}$, in the estimating equation (8).

The results attained under the 2SLS estimator are reported in the second row of Table 2. Encouragingly, the 2SLS estimates are lower than the OLS estimates, which suggest that the instruments are operating in the right direction. However, as expected, the standard errors corresponding to the 2SLS estimation are higher, so that for only 1,283 HS10 segments the estimated elasticity is positive and exhibits a robust t-statistic greater than one. Given that HS10 segments may feature a small sample of firm-level observations, I also estimate equation (8) using the Limited Information Maximum Likelihood (LIML) estimator, which is more robust than 2SLS in the presence of weak instruments and small sample bias (Stock and Yogo by assuming a nested-CES demand system. Second, given the focus of that paper, the elasticities are estimated at WIOD industry level of aggregation. Here, I neither impose that the underlying demand is CES nor do I assume that the elasticities are uniform within industries. As a result, I can estimate reduced-form demand elasticities at the HS10 level of aggregation, in order to test Assumption A4. However, unlike Lashkaripour and Lugovskyy (2019), the estimated elasticities no longer assume a structural interpretation and the country-level trade elasticities have to be estimated separately from the firm-level demand elasticities.
The results corresponding to the LIML estimation are summarized in the third row of Table 2 and are qualitatively similar to the 2SLS estimates.

### C. Estimating the Segment-Level Quality Intensity: $\rho_z$

Using the gravity equation one can estimate a segment-specific trade elasticity, $\theta_z = \gamma_k(1/\rho_z - 1)$, which determines $\rho_z$ up to an industry-wide Pareto shape parameter, $\gamma_k$. There is an extensive literature on estimating the trade elasticity, and what follows builds heavily on this literature. To express the estimating equation, I take logs from equation (3); drop the importer subscript $i$ as I am dealing with data from a unique market; and write the equation in stochastic form. Altogether, country $j$’s sales-per-firm to the Colombian market in HS10 segment $z$, in year $t$, can be stated as

$$\ln X_{j,zt}/N_{j,kt} = -\gamma_k\left(1/\rho_z - 1\right)\ln \tau_{j,zt} w_{j,zt} + \delta_{zt} + \xi_{j,zt}, \quad z \in \mathbb{Z}_k,$$

where $\delta_{zt} = \ln \chi_{zt}$ can be treated as an HS10-year fixed effect and $\xi_{j,zt}$ is an unobserved error term that, among other things, encompasses measurement errors or longitudinal variations in national product quality, $A_{j,zt}$. Based on Head and Mayer’s (2014) survey of the literature, there are multiple approaches to estimating the above equation. The first approach, which is more suited to cross-sectional data, is to control for $w_j$ using exporter fixed effects and identify the trade elasticity using the variation in transport costs (e.g., Hummels 2001, Hertel et al. 2007) or tariff rates (e.g., Romalis 2007, Caliendo and Parro 2014). An alternative approach for panel data is to control for $\tau_{j,zt} w_{j,zt}$ using the average unit price of country-level exports, $\bar{p}_{j,zt} = \bar{m}_{zt} a_{zt} \tau_{j,zt} w_{j,zt}$ (e.g., Erkel-Rousse and Mirza 2002, Broda and Weinstein 2006); and to instrument for $\bar{p}_{j,zt}$ in order to address the possible endogeneity concern. Given the panel structure of my data, I adopt the latter approach.

To estimate equation (9), all firm-level variables are aggregated up to construct country-level variables. This procedure leaves me with 500,064 observations with the unit of observation being exporting country–HS10 segment–year. For each observation, I have the average sales per firm $X_{j,zt}/N_{j,kt}$ and the average

<table>
<thead>
<tr>
<th>Estimating parameter</th>
<th>Demand elasticity $\bar{\varepsilon}_z$</th>
<th>Trade elasticity $\theta_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kleibergen-Paap LM statistic (under-identification)</td>
<td>373.58</td>
<td>1,589.54</td>
</tr>
<tr>
<td>Kleibergen-Paap LM p-value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Kleibergen-Paap Wald rk F-statistic (weak instruments)</td>
<td>121.54</td>
<td>494.14</td>
</tr>
<tr>
<td>Anderson-Rubin Wald test F-statistic</td>
<td>235.72</td>
<td>2,223.92</td>
</tr>
<tr>
<td>Anderson-Rubin Wald test p-value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Observations</td>
<td>1,341,480</td>
<td>500,064</td>
</tr>
</tbody>
</table>
price, \( \bar{p}_{j,t} = \bar{m}_{zt} \alpha_{zt} r_{j,z} w_{j,t} \), associated with these sales. Using these variables, I first estimate equation (9) using an OLS estimator, with a summary of the estimation results reported in the fourth row of Table 2. The results indicate that for 2,706 HS10 segments, the estimated trade elasticity is positive and exhibits a robust t-statistic greater than one. Perhaps expectedly, the median trade elasticity is also lower than the median demand elasticity facing individual firms.

As with the firm-level estimation, one may be concerned that the orthogonality condition, \( \mathbb{E}[\bar{p}_{j,t} | \xi_{j,t}] = 0 \), is violated due to measurement error or longitudinal changes in the national quality distribution, \( \mathcal{A}_{j,z,t} \). To address these concerns, I also estimate equation (9) using a 2SLS estimator, where I instrument for \( \bar{p}_{j,t} \) with the exporter-specific tariff and value-added tax rates. Here, the identifying assumption, as in Caliendo and Parro (2014), is that import tax rates are plausibly exogenous to \( \xi_{j,t} \). Correspondingly, the second column in Table 3 reports a set of first-stage diagnosis tests, which reject the null hypothesis of weak instruments or the model being unidentified.

The 2SLS estimates of \( \theta_z = \gamma_k (1/\rho_z - 1) \) are summarized in the fifth row of Table 2. The 2SLS estimates are encouragingly lower than the OLS estimates but exhibit higher standard errors. Overall, the 2SLS-estimated trade elasticities are positive and exhibit a robust t-statistic greater than one for only 1,827 HS10 segments. As before, I also estimate equation (8) using the LIML estimator, which is more robust than the 2SLS estimator in the presence of weak instruments and small sample bias. The results, which are summarized in the last row of Table 2, are qualitatively similar to the 2SLS case. Generally speaking, my trade elasticity estimates are slightly lower than those produced by Caliendo and Parro (2014) and Simonovska and Waugh (2011). These differences may stem from the fact that (i) I explicitly control for the number of firms, \( N_{j,k,t} \), instead of treating countries as one integrated entity; and (ii) I estimate the trade elasticity at a more refined level of aggregation, which circumvents some of the aggregation biases highlighted in Imbs and Mejean (2015).

Before employing the estimated elasticities to test my theory, let me briefly discuss the plausibility of my estimates. In the online Appendix (Table 2), I report the average estimated demand elasticity and quality intensity for a range of broadly defined industries. The quality intensity is simply measured as \( \rho_z = 1/(1 + \theta_z/\gamma_k) \), where \( \gamma_k \) is assigned a value of 2.46 based on the estimates of Eaton et al. (2010). Based on my estimates, the “Machinery” and “Electrical and Optical Equipment” sectors are comprised of the most quality-intensive HS10 segments, while the “Food” and “Paper” sectors are comprised of the least quality-intensive HS10 segments. These results sit well with evidence from consumer surveys that durables are more quality intensive than nondurables (Fornell et al. 1996). Similarly, the “Machinery” and “Electrical and Optical Equipment” sectors are comprised of the least price-elastic segments, while the “Food” and “Agriculture and Mining” sectors include the most price-elastic HS10 segments. These rankings align well with the classification in Campa and Goldberg (1995).

---

28 Stated formally, the estimating equation is \( \ln X_{j,zt}/N_{j,zt} = -\gamma_k \left( \frac{1}{\bar{p}_z} - 1 \right) \ln \bar{p}_{j,t} + \delta_{zt} + \xi_{j,z,t} \).
D. Testing Assumption A4: The Link between $\rho_z$ and $\bar{e}_z$

The segment-level trade elasticity, $\theta_z = \left(1/\rho_z - 1\right)\gamma_k$, identifies the segment-level quality intensity up to an industry-wide Pareto shape parameter, $\gamma_k$. Hence, to test Assumption A4, I can use the estimated HS10-level trade and demand elasticities ($\theta_z$ and $\bar{e}_z$), to run the following regression:

\[(10) \quad \ln\left(1/\rho_z - 1\right)\gamma_k = \beta \cdot \ln\bar{e}_z + \delta_k + \xi_z, \quad z \in \mathbb{Z}_k\]

where $\delta_k$ controls for SIC industry fixed effects. I estimate the above relationship using the elasticities attained under all estimators—namely, OLS, 2SLS, and LIML. As reported in Table 4, in all incidences the segment-level trade elasticity is positively correlated with the average demand elasticity, $\bar{e}_z$, facing individual firms in that segment, with the relationship being statistically significant at the 99 percent confidence level. This positive relationship assures that high-quality-intensive ($\rho_z$) segments of the industry exhibit a lower demand elasticity, which is the assertion of Assumption A4.

When running regression (10), the value of $\gamma_k$ is irrelevant as it is absorbed by the industry fixed effect. However, I can alternatively test Assumption A4 by calculating $\rho_z = 1/(1 + \theta_z/\gamma_k)$ based on $\gamma_k = 2.46$ from Eaton, Kortum, and Kramarz (2011), and running the following regression instead:

\[\ln\rho_z = \beta \cdot \ln\bar{e}_z + \delta_k + \xi_z, \quad z \in \mathbb{Z}_k.\]

The estimation results corresponding to the above regression are reported in the right panel of Table 4. Expectedly, this approach delivers a similar set of results, pointing to a strong, negative relationship between quality-intensity and demand elasticity across segments, which again corroborates Assumption A4.

As a clarifying point, note that the number of observations in Table 4 varies across columns because each of the OLS, 2SLS, and LIML estimators produces a different set of plausible and statistically significant trade and demand elasticity estimates.

---

29 Assumption A4 only requires that $\rho_z$ and $\bar{e}_z$ be positively related. The parametric form of the relationship is inconsequential. Nonetheless, the online Appendix (Table 4) also reports the relationship between $\rho_z$ and $\bar{e}_z$ in levels (rather than in logs), which yields similar outcomes.
For 1,851 HS10 segments (spanning 95 SIC industries) the OLS estimation delivers a statistically significant estimate of both $\varepsilon_z$ and $\theta_z$, which can be used to estimate equation (10). The 2SLS and LIML estimators, while conceivably more reliable, produce statistically significant trade and demand elasticities for a fewer number of SIC industries and HS10 segments.\(^{30}\)

E. The Composition of Industry-Level Exports

The previous section presented empirical support for Assumption A4, as the key condition that prompts across-segment specialization in Proposition 1. Now, I turn directly to testing the outcomes predicted by Proposition 1 and by Lemma 1. To test Lemma 1, I use my trade elasticity estimates to calculate the degree of quality intensity, $\rho_z$, per HS10 segment in order to construct the following measure:

$$\tilde{\rho}_{j,kt} = \frac{\sum_{z \in \mathcal{Z}_k} \rho_z X_{i,z,t}}{\sum_{z \in \mathcal{Z}_k} X_{i,z,t}}.$$ 

To be more specific, $\tilde{\rho}_{j,kt}$ measures the average quality intensity of country $j$’s exports to Colombia in SIC industry $k$. Lemma 1 predicts that $\tilde{\rho}_{j,kt}$ is increasing in country $j$’s income per worker, $w_{j,t}$, and its distance to Colombia, $\text{Dist}_j$; which I can test by running the following regression:

$$\ln \tilde{\rho}_{j,kt} = \beta_1 \ln w_{j,t} + \beta_2 \ln \text{Dist}_j + \beta_3 \ln Y_{j,t} + \delta_{kt} + \xi_{j,kt}.$$ 

In the above regression, $\delta_{kt}$ accounts for industry-year fixed effects, and $Y_{j,t}$ controls for country $j$’s total GDP. The results corresponding to this regression are reported in the left panel of Table 5 and confirm the prediction that high-wage and distant economies export relatively more in high-quality-intensive segments of each industry.

Similarly, to test Proposition 1, I use my estimated HS10-level demand elasticities to construct the following measure:

$$\tilde{\mathcal{M}}\mathcal{P}_{j,kt} = \frac{\sum_{z \in \mathcal{Z}_k} X_{i,z,t} / \varepsilon_z}{\sum_{z \in \mathcal{Z}_k} X_{i,z,t}},$$

which reflects the average market power of firms’ exporting from country $j$ to Colombia in SIC industry $k$. Proposition 1 predicts that $\tilde{\mathcal{M}}\mathcal{P}_{j,kt}$ is increasing in country $j$’s income per worker, $w_{j,t}$, and its distance to Colombia, $\text{Dist}_j$, which I can test by running the following regression:

$$\ln \tilde{\mathcal{M}}\mathcal{P}_{j,kt} = \beta_1 \ln w_{j,t} + \beta_2 \ln \text{Dist}_j + \beta_3 \ln Y_{j,t} + \delta_{kt} + \xi_{j,kt}.$$ 

\(^{30}\)Industries that produce significant 2SLS and LIML estimates are typically those with significantly more observations. This is important to note as one may be concerned with the issue of endogenous selection.
As before, $\delta_k$ accounts for industry-year fixed effects and $Y_{jt}$ controls for county $j$’s total GDP. The results corresponding to this regression are reported in the right panel of Table 5, and again decisively confirm the prediction that high-wage and distant economies export relatively more in high-market power segments of each industry. While these results are encouraging, one should exercise caution when interpreting them. Specifically, as noted earlier, the findings presented in Table 5 may be an artifact of factor-driven specialization. That is, it can be the case that distant and high-wage economies have a factor-driven comparative advantage in low-$\theta$ and low-$\epsilon$ segments, which reinforces the mechanism highlighted in this paper.

F. Discussion and Auxiliary Evidence

Here, I will briefly discuss the extensions and limitations of my analysis. Before doing so, let me take stock. This section estimated two key elasticities for a range of HS10 segments: (i) the trade elasticity $\theta_z$, which reflects the collective market power of a country in segment $z$; and (ii) the firm-level demand elasticity, $\bar{\epsilon}_z$, which reflects the average market power of individual firms in that segment. Following Chaney (2008), it has been widely believed that the link between $\theta_z$ and $\bar{\epsilon}_z$ is theoretically unclear. The results in this section, however, established a positive empirical link between $\theta_z$ and $\bar{\epsilon}_z$. This relationship plus trade flows being governed by a gravity equation suffice to prompt specialization based on the mechanism introduced in this paper.

The assumption that $\gamma_k$ does not vary across segments is not consequential to the conclusions in this section. More specifically, the across segment variation in the trade elasticity, $\theta_z$, may very well reflect across-segment heterogeneity in $\gamma$. But this does not cast a problem for my analysis, as Proposition 1 holds so long as $\theta_z$ is positively correlated with $\bar{\epsilon}_z$ across segments and irrespective of what triggers the variation in $\theta_z$.

Looking closer at the evidence, the theory developed here can also explain across-industry and within-segment specialization. Specifically, as shown in the online Appendix (Table 3), the negative relationship between $\rho_z$ and $\bar{\epsilon}_z$ prevails not only within industries but also across industries. Per Proposition 1, such a relationship will prompt specialization across low- and high-markup (or low- and

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Average quality intensity</th>
<th>Average market power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>2SLS</td>
</tr>
<tr>
<td>$\ln w_j$</td>
<td>0.005</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$\ln Dist_j$</td>
<td>0.014</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$\ln Y_j$</td>
<td>-0.005</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Observations</td>
<td>16,207</td>
<td>15,582</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.59</td>
<td>0.59</td>
</tr>
</tbody>
</table>
high-scale-intensive) industries. Moreover, a similar pattern of specialization may occur within HS10 segments. In fact, I find basic evidence that high-wage and distant economies specialize in high-markup niches of HS10 segments. The evidence is based on the following demand estimation, which admits elasticity heterogeneity across suppliers within an HS10 segment:

\[
\Delta \ln q_{\omega,zt} = \left( \varepsilon_c + \varepsilon_r \cdot \ln Dist_j + \varepsilon_w \cdot \ln w_j \right) \Delta \ln p_{\omega,zt} + \Delta \delta_{zt} + \Delta \xi_{\omega,zt}, \quad \omega \in \Omega_{j,zt}
\]

In the above equation, \( \Delta \delta_{zt} \), as before, controls for HS10-year fixed effects, while \( Dist_j \) and \( w_j \) denote the normalized distance and income per worker of country \( j \), which applies to each firm \( \omega \) exporting from that country. I use the same methodology, explained earlier, to estimate the above equation. The estimation results presented in Table 6 indicate that firm-level exports from high-wage and distant economies face significantly lower demand elasticities, which is indicative of specialization in high-market power niches within HS10 segments.

The obvious limitation of the present analysis is its reliance on the monopolistic competition assumption. This assumption is widely used but difficult to test. Importantly, the link between the average firm-level demand elasticity and the average markup should be amended if the monopolistic competition assumption is violated. That being said, in line with Hottman, Redding, and Weinstein (2016), I find that in most product categories in my sample, the number of exporting firms is large enough to render the monopolistic competition assumption plausible. The other shortcoming, which is due to a lack of better data, is the inability to test Lemma 1 and Proposition 1, while controlling for factor-driven specialization at the firm level.

### IV. Macro-Level Implications

Within-industry specialization based on Proposition 1 determines the distribution of economic activity across industry segments that differ in their (i) degree of
market power, (ii) degree of returns to scale, and (iii) trade elasticity. The latter two characteristics determine the extent to which countries can gain from international specialization or trade. So, how national resources are divided along these margins can profoundly influence macroeconomic outcomes. Below, I fit my theoretical model to aggregate trade data to quantify these macro-level implications.

A. Quantitative Strategy

To set the stage for a transparent presentation of macro-level implications, I first describe the quantitative strategy by which the model is fitted to data. The strategy is closely related to a structural gravity estimation à la Anderson and van Wincoop (2003). That is, I identify the structural parameters of the model by fitting it to the matrix of aggregate bilateral trade values. However, unlike the standard structural gravity estimation, I allow for industries to be comprised of multiple segments with different trade elasticities.

I estimate the model using two distinct datasets. First, the 2008 version of the World Input Output Database (WIOD), which reports industry-level trade and production data for 32 major economies across 34 industries (15 of which are tradable). Estimating the model with this dataset will allow me to quantify the gains from within-industry specialization. Second, I also estimate the model using country-level trade and production data, which covers 100 economies in the year 2000. Estimating the model with this second dataset allows me to study cross-country TFP differences for a wider range of economies. Appendix D provides a more detailed description of both datasets.

Parametric Restrictions.—The theoretical model presented in Section II only required preferences to be additively separable across industries. But to map the model to data, I need to impose more specific structure on the cross-industry utility aggregator. Considering this, I impose the following restriction, which allows me to estimate the model separately for each industry.

**R1.** The cross-industry utility aggregator is Cobb-Douglas. That is, \( W_i = \prod_{k=1}^{K} U_{i,k}^{\alpha_{i,k}} \), where \( \sum_k \alpha_{i,k} = 1 \).

The above restriction is a standard staple in the quantitative trade literature (see Costinot and Rodríguez-Clare 2014). Since the industry-level expenditure shares, \( \alpha \equiv [\alpha_{i,k}] \), are observable, Restriction R1 reduces the estimation problem to that of matching an \( N \times (N - 1) \) matrix of trade values, \( X_k \equiv [X_{ji,k}] \), separately for each industry \( k \).

To characterize the industry-level trade values, I further impose the following restriction on the demand structure across segments within an industry.

---

31 See Head and Mayer (2014) for a review of the literature on structural gravity estimation.
R2. Each industry $k$ is comprised of two segments, $Z_k = \{H, C\}$; with $e_{i,z}$ denoting the constant share of expenditure on segment $z$ in country $i$.

Unlike $\alpha_k$, the segment-level expenditure shares, $e_k = [e_{i,z}]$, are not observable. So, I treat them as free-moving parameters that are estimated. Given R1 and R2, the industry-level bilateral trade values, $X_{ji,k}$, can be calculated as

$$X_{ji,k} = \sum_{z \in Z_k} \lambda_{ji,k} e_{i,z} \alpha_{i,k} w_i L_i$$

where $\lambda_{ji,z}$ denotes the share of country $i$’s expenditure on country $j$ varieties in segment $z$ of industry $k$. Following the gravity equation (4), derived in Section II, $\lambda_{ji,z}$ can be expressed as follows:

$$\lambda_{ji,z} = \frac{T_{j,k} (w_j \tau_{ji,k})^{-\theta_z}}{\sum_{n=1}^{N} T_{n,k} (w_n \tau_{ni,k})^{-\theta_z}}, \ z \in Z_k,$$

where $\theta_z = \gamma_k (\epsilon_z - 1)$ denotes the segment-level trade elasticity, and $T_{j,k} \equiv A_{j,k} M_{j,k}$. The implicit assumption underlying the above equation is that technology parameters are segment-neutral, i.e., $A_z = A_{i,k} A_c$. Correspondingly, $A_z$ drops out of the gravity equation and $T_{j,k} \equiv A_{j,k} M_{j,k}$ can be treated as an industry $\times$ exporter fixed effect that is estimated. Considering the above, $X_z \equiv [\lambda_{ji,z}]$ is fully determined as a function of the segment-level trade elasticity, $\theta_z$, country-level wages, $w \equiv [w_j]$, the vector of exporter fixed effects, $T_k \equiv [T_{j,k}]$, and the industry-wide matrix of variable trade costs $\tau_k \equiv [\tau_{ji,k}]$.

If one were to treat the elements of $\tau_k$ as free-moving parameters, the estimation will be overidentified, as the matrix of trade flows, $X_k = [X_{ji,k}]$, can be perfectly matched by freely choosing the elements of $\tau_k$. So, in line with the literature, I handle the overidentification problem by imposing the following parametric restriction on the bilateral trade costs.

R3. The iceberg trade costs assume the following parametrization:

$$\tau_{ji,k} = \beta_k \cdot \beta_{\text{border},k} \cdot \beta_{\text{lang},k} \cdot \beta_{\text{agreement},k} \left(\text{Dist}_{ji}\right)^{\beta_{\text{dist},k}},$$

where $\text{Dist}_{ji}$ denotes the distance (in thousands of kilometers) between countries $j$ and $i$. The terms $\beta_{\text{border}}, \beta_{\text{lang}}, \beta_{\text{agreement}}$ are, respectively, “one” if countries $j$ and $i$ do not have a common border, common language, and trade agreement, and an estimated parameter otherwise.

An analogue of the above parameterization, which imposes symmetry in trade costs, underlies many applications including Anderson and van Wincoop (2003),
Based on R3, the matrix of trade costs in industry $k$ is fully characterized by a vector of parameters, $\beta_k \equiv \{\beta_{k}, \beta_{\text{border},k}, \beta_{\text{lang},k}, \beta_{\text{agreement},k}, \beta_{\text{dist},k}\}$, plus data on distance, trade agreements, common-language, and borders, which I henceforth refer to as, $D$. Correspondingly, given equation (11), the matrix of trade shares in segment $z \in Z_k$ can be fully calculated as function of $w$ and $D$, and estimated parameters $T_k, \beta_k$, and $\theta_z$; namely, $\lambda_z = \lambda(\theta_z, \beta_k, T_k; w, D)$.

Subsequently, the entire matrix of industry-level trade flows can be computed as a function of free-moving parameters $\theta_\mathcal{H}, \theta_\mathcal{L}, T_k, \beta_k$, and $e_k$, plus data on wage, population size, geo-political characteristics, and industry-level expenditure shares (namely, $w, L, D, \alpha_k$) as follows:

$$X_{ji,k} = X_{ji,k}(\theta_\mathcal{H}, \theta_\mathcal{L}, e_k, T_k, \beta_k; \alpha_k, w, L, D) = \sum_{z\in Z_k} \sum_{n=1}^{N} T_{n,k}(w_{n} \tau_{n,k}(\beta_k; D))^{-\theta_z} \frac{e_{i,z} \alpha_{i,k} w_i L_i}{\sum_{j,i} \sum_{z\in Z_k} X_{ji,z}}$$

The above estimation is subject to a basic identification challenge, which is well known in the structural gravity literature. That is, the effect of both $\theta_\mathcal{H}$ and $\theta_\mathcal{L}$ on trade values cannot be separately identified from that of $\beta_k$. The standard solution to this problem is to set the trade elasticity to a value, which is externally estimated with auxiliary data. This solution is, however, not fully applicable here, given that the trade elasticity is estimable only up to the same level of aggregation at which multilateral trade flows are reported. To handle this issue, I impose the following restriction that trade elasticities estimated with industry-level data are a trade-weighted average of the segment-level elasticities.

**R4.** If $\hat{\theta}_k$ is a trade elasticity estimated using industry-level trade data, then

$$\hat{\theta}_k = \frac{\sum_{j,i} \sum_{z\in Z_k} \theta_z X_{ji,z}}{\sum_{j,i} \sum_{z\in Z_k} X_{ji,z}},$$

where $\theta_z$ is the unobservable segment-level trade elasticity.

To elaborate on Restriction R4, consider my main dataset that reports trade flows at the level of WIOD industries. Caliendo and Parro (2014) merge the WIOD data with industry-level tariff data to estimate the trade elasticity, $\hat{\theta}_k$, for each WIOD industry. R4 allows me to relate their estimated elasticity, $\hat{\theta}_k$, to segment-level elasticities, $\theta_\mathcal{H}$ and $\theta_\mathcal{L}$, for each industry. In other words, per R4, I can take the externally

An alternative approach is to allow for reduced-form asymmetries in trade costs as in Waugh (2010). However, as noted by Waugh (2010), such asymmetries “may be reduced-form representations of equilibrium responses to the fundamentals faced by agents.” As I will argue shortly, and in-line with the quoted remark, even under R2 the present model features asymmetries in real trade costs that arise due to equilibrium responses.
estimated \( \hat{\theta}_k \) and estimate a spread, \( \rho_k \equiv \theta_L / \theta_H \), to uniquely determine both \( \theta_H \) and \( \theta_L \) as follows:

\[
\theta_H (\rho_k, X_H, X_L; \hat{\theta}_k) = \left( \frac{\sum_{j,i} \sum_{z=\mathcal{H}, \mathcal{L}} X_{ji,z}}{\sum_{j,i} X_{ji,\mathcal{H}} + \rho^{-1} \sum_{j,i} X_{ji,\mathcal{L}}} \right) \hat{\theta}_k,
\]

\[
\theta_L (\rho_k, X_H, X_L; \hat{\theta}_k) = \left( \frac{\sum_{j,i} \sum_{z=\mathcal{H}, \mathcal{L}} X_{ji,z}}{\rho \sum_{j,i} X_{ji,\mathcal{H}} + \sum_{j,i} X_{ji,\mathcal{L}}} \right) \hat{\theta}_k.
\]

Importantly, unlike the trade elasticity levels, the spread \( \rho_k \equiv \theta_L / \theta_H \) can be separately identified from \( \beta_k \).\(^{33}\)

The Estimation Problem.—Given parametric restrictions R1–R4; data on wage and population size, \( \mathbf{w} \) and \( \mathbf{L} \), geo-political variables, \( \mathbf{D} \), industry-level expenditure shares, \( \alpha_k \), and revenue shares, \( r_k = [r_{j,k}] \); we can estimate the vector of parameters, \( \Theta_k = \{ \rho_k, \mathbf{e}_k, \mathbf{T}_k, \beta_k \} \), separately for each industry to match the factual matrix of industry-level trade values, \( X_k^D = [X_{ji,k}] \). The estimation problem can be formally stated as follows:

\[
\min_{\Theta_k} \sum_{j=1}^{N} \sum_{i \neq j} \left( \ln X_{ji,k}^D - \ln X_{ji,k} (\Theta_k, \alpha_k, \mathbf{w}, \mathbf{L}, \mathbf{D}) \right)^2
\]

subject to

\[
X_{ji,k}(\cdot) = \sum_{z=\mathcal{H}, \mathcal{L}} \lambda_{ji,z} e_{i,z} \alpha_{i,k} w_i L_i \quad \forall i, j,
\]

\[
\lambda_{ji,z} = T_{j,k}(w_j r_{j,k})^{-\theta_z} / \left( \sum_{n=1}^{N} T_{n,k}(w_n r_{n,k})^{-\theta_z} \right) \quad \forall i, j; \quad z = \mathcal{H}, \mathcal{L},
\]

\[
\tau_{j,k} = \beta_k \cdot \beta_{\text{border},k} \cdot \beta_{\text{lang},k} \cdot \beta_{\text{agreement},k} (\text{Dist}_{ji})^{\beta_{\text{dist},k}} \quad \forall i, j,
\]

\[
\theta_z = \theta_z (\rho_k, X_H, X_L; \hat{\theta}_k), \quad z = \mathcal{H}, \mathcal{L},
\]

\[\text{(LMC)} \sum_{i=1}^{N} X_{ji,k} = r_{j,k} w_j L_j \quad \forall j,\]

where the last constraint corresponds to the equilibrium labor market-clearing condition (LMC), and \( \theta_z(\cdot) \) is described by (13). The above estimator is a basic extension of the structural gravity estimation in Anderson and van Wincoop (2003). More specifically, the structural gravity estimation in Anderson and van Wincoop (2003) corresponds to a restricted version of the above estimator that imposes \( \rho_k \equiv \theta_L / \theta_H = 1 \). Following Anderson and van Wincoop (2003), the nonlinear least square (NLLS) estimator, specified above, is unbiased if \( \varepsilon \equiv X^D - X \)

\(^{33}\) See Fieler (2011) for a thorough discussion on how the trade elasticity spread, \( \rho_z \), is separately identified from the trade cost parameters, \( \beta_z \).
is uncorrelated with the derivative of $X_{j,k}(\Theta_k, \alpha_k, \omega, L, D)$ with respect to $\alpha_k, \omega, L,$ and $D,$ which is the case if $\varepsilon$ represents measurement errors.

As noted earlier, I run the above estimation using two different datasets. First, I estimate the model with country-level trade data for a sample of 100 countries. The country-level estimation treats each economy as one integrated industry. Second, I estimate the model separately for 15 traded WIOD industries using industry-level bilateral trade and production data for 32 major economies. The former estimation is used to study the implications of the model for international TFP differences. The latter estimation is used to quantify the gains from within-industry specialization; Appendix D provides further details about each estimation.

Finally, to conduct the above estimation, I borrow trade elasticity estimates (namely, $\hat{\theta}_k$) from the literature. For the industry-level estimation conducted on the WIOD sample, I take the elasticities from Caliendo and Parro (2014), with details provided in Table D2. For the country-level estimation, where each country is treated as one integrated industry, I set $\hat{\theta} = 4$ as in Anderson and van Wincoop (2003). This choice according to the meta-analysis in Head and Mayer (2014) approximates the median elasticity estimated in the existing literature.

In-Sample Fit.—Before moving forward, a brief discussion regarding the in-sample fit of the model is in order (a more thorough discussion is also provided in Appendix D). I center the discussion here around the model estimated using country-level data, noting that similar arguments apply to the industry-level estimation. The country-level estimation (where $N = 100$) fits the model to $100 \times (100 - 1) = 9,900$ data points on bilateral trade values. Figure 1 displays the in-sample fit of the estimated model. Table D1 (in the Appendix) also reports a summary of the main estimated parameters and compares them those attained under the standard structural gravity estimation à la Anderson and van Wincoop (2003). A notable contrast between the two estimations is that the main model exhibits an $R^2 = 0.65,$ which is significantly higher than that of the standard structural gravity estimation.$^{35}$

As discussed in Appendix D, the superior in-sample fit of the main model is due to its ability to match (i) the low volume of trade between similar trading partners (South-South and North-North trade) as well as (ii) the high-volume of trade between dissimilar partners (North-South trade). The standard gravity estimation, by comparison, has difficulty matching the differential levels of similar-similar and dissimilar-dissimilar trade (see Figure D1 in the Appendix). This feature of the present model is comparable to that of Fieler (2011).

---

$^{34}$ The number of estimated parameters in the country-level case is 206, which includes 100 exporter fixed effects (labeled $\tau$), 100 country-level expenditure shares on segment $\pi$ (labeled $\sigma$), 6 trade cost parameters (labeled $\beta$), plus an across-segment trade elasticity spread (labeled $\rho$).

$^{35}$ Another way of enhancing the in-sample fit of the structural gravity model is to relax the symmetric trade cost assumption. In that case, trade is no longer bilaterally balanced and the exporter and importer fixed effects need not to be equal. In fact, with asymmetric trade costs, a reduced-form gravity estimation that uses a PPML estimator, becomes isomorphic to the structural gravity estimation (see Head and Mayer 2014).
Out-of-Sample Prediction with respect to Markups.—The initial motivation behind my theory where two facts: that export price and markup levels increase with the exporting economy’s (i) income per capita, and (ii) distance to global markets. Encouragingly, the estimated model reproduces these out-of-sample facts relatively well. To demonstrate this, I suppose the underlying demand system is CES, so that markups are constant within each segment. Based on this assumption, I can easily compute the model-implied average export markup for each country $j$ in the sample, labeling it $\hat{m}_j$. After calculating the export markup levels, I run the following regression,

$$\ln \hat{m}_j = 0.07 \ln GDPcap_j + 0.32 \ln \bar{Dist}_{ji} + \epsilon_j,$$

which implies that the predicted export markup level increases significantly with both income per capita, $GDPcap_j$, and remoteness, $\bar{Dist}_{ji}$. In comparison, the standard gravity model that does not admit low- and high-markup segments within industries, predicts a uniform markup across all exporters.

![Figure 1. Fit of the Model Estimated with Country-Level Data](image-url)
B. The Gains from Within-Industry Specialization

In this section, I use the model estimated with industry-level data to compute the gains from within-industry specialization. As shown in Appendix C, the overall gains from trade for country $i$ can be calculated using the following formula:

$$GT_i = 1 - \prod_{k=1}^{K} \prod_{z \in Z_k} (S_{i,k} \lambda_{i,z})^{r_{i,z} \alpha_{i,k}/\theta_z},$$

(14)

where $\lambda_{i,z}$ denotes the share of country $i$’s expenditure on domestic varieties in segment $z$, and $S_{i,k} \equiv \alpha_{i,k}/r_{i,k} \left(\sum_{z \in Z_k} e_{i,z} / \epsilon_z\right) / \left(\sum_{z \in Z_k} r_{i,z} / \epsilon_z\right)$ is a term that accounts for the scale-driven gains—as before, $r_{i,k}$ is used to denote the share of country $i$’s output generated in industry $k$ and, correspondingly, $r_{i,z}$ denotes the (within-industry) fraction of output generated in segment $z \in Z_k$. The above equation is a simple extension of the celebrated Arkolakis, Castinot, and Rodríguez-Clare (2012—henceforth, ACR) formula. The challenge in evaluating equation (14) is that it requires data on segment-level variables, $\lambda_{i,z}$, $r_{i,z}$, and $\theta_z$. The estimation outlined in the previous section identifies these exact variables from industry-level trade and production data as well as industry-level trade elasticity estimates (from Caliendo and Parro 2014). Since among the estimated parameter values the segment-level elasticities, $\theta_H$ and $\theta_C$, are especially key to equation (14), Table D2 explicitly reports them for each of the WIOD industries.

Equation (14) determines the overall gains from trade, which include the traditional ACR-type gains plus the gains from within-industry specialization. Hence, to determine the pure gains from within-industry specialization, I need to purge $GT_i$ from the ACR-driven gains. To pin down the ACR-driven gains, one can shut down heterogeneity within industries to eliminate within-industry specialization across low- and high-$\theta$ segments. Doing so, the gains from trade will be driven solely by traditional forces, and following Costinot and Rodríguez-Clare (2014) will be given by

$$GT_i^{ACR} = 1 - \prod_{k=1}^{K} \left(S_{i,k}^{ACR} \lambda_{i,k}^{\alpha_{i,k}/\theta_k}\right),$$

with $S_{i,k}^{ACR} \equiv \alpha_{i,k}/r_{i,k}$ accounting for scale effects in the traditional ACR class of models. To evaluate the above equation, I take an identical approach to that of Costinot and Rodríguez-Clare (2014), which is to use industry-level data on $\lambda_{i,k}$, $r_{i,k}$, and $\alpha_{i,k}$ from the WIOD, plus trade elasticity estimates, $\theta_k$, from Caliendo and Parro (2014). After computing $GT_i$ and $GT_i^{ACR}$, I calculate the pure gains from within-industry specialization for every country $i$ as follows:

Gains from specialization = $GT_i - GT_i^{ACR}$.

Table 7 reports the gains from specialization, along with the overall and ACR-driven gains from trade. In summary, the main model featuring within-industry specialization

---

36 The above formula implicitly assumes that the within-segment demand is CES and markups are constant. Nonetheless, as it will become clear, variable markups are inconsequential to the insights presented hereafter.
predicts gains from trade that are, on average, 46 percent larger than those implied by the ACR formula (20.4 percent versus 14 percent increase in real GDP). Based on these numbers, one can deduce that within-industry specialization alone increases the real GDP by around 6.4 percent for the average economy.

The gains from specialization are, however, quite heterogeneous across countries. High-wage or remote economies like Germany, France, and Australia gain significantly more as they specialize in high-scale-intensive segments, where returns to specialization are higher. In comparison, the pure gains from specialization are considerably smaller (and even negative) for developing economies like Mexico and Indonesia, as they specialize in low-scale-intensive segments where returns to specialization are relatively low.

**C. International Specialization and TFP Differences**

Beyond the gains from trade, the present model sheds new light on the profound gap in the standard of living across rich and poor countries. As noted by
Jones (2011), “by the end of the twentieth century, per capita income in the United States was more than 50 times higher than per capita income in Ethiopia and Tanzania. Dispersion across the ninety-fifth–fifth percentiles of countries was more than a factor of 32.” There is an abundance of theories that seek to explain these persistent gaps. The general theme of such theories is to identify multiplier effects that amplify cross-country income/TFP differences.

The theory of international specialization presented here identifies a possibly new multiplier effect. To demonstrate this, consider the special case of constant markups presented in Section IIB. Let $L_{i,k}$ denote the number of workers engaged in industry $k$; free entry entails that country $i$ will host a mass $\ell_{i,k} \equiv \left(\sum_{z \in z_k} \ell_{i,z} / \epsilon_z\right) L_{i,k} / f^k$ of local firms in that industry. Consequently, the real income per worker in country $i$ will be given by (see Appendix C)$^{38}$

$$W_i = A_i \left( \prod_{k=1}^{K-1} \prod_{z \in z_k} L_{i,k}^{\alpha_{i,k} \epsilon_{i,k} / \theta_z} \right) \left( \prod_{k=1}^{K} \prod_{z \in z_k} \lambda_{i,z}^{-\alpha_{i,k} \epsilon_{i,k} / \theta_z} \right).$$

where $A_i$, the fundamental TFP of country $i$, reflects its absolute advantage in producing high-quality output; $\ell_{i,k}$ reflects the effective scale of country $i$ in industry $k$; and $\theta_z = \gamma_k / \left(\psi_z - 1\right)$ is the segment-level trade elasticity, which is inversely related to the segment-level scale elasticity $\psi_z = \epsilon_z / \left(\epsilon_z - 1\right)$ (as defined in Section II). Aside from the fundamental TFP, $A_i$, the above equation states that real income depends on the scale-driven gains from specialization (first parentheses) and trade openness (second parenthesis).

Given Proposition 1, the scale-driven term operates as a TFP multiplier. To elaborate, note that all else equal, high-$A$ countries pay higher equilibrium wages, which is easily verifiable using the balanced trade condition. Given Proposition 1, the higher wage induces high-$A$ countries to specialize in low-$\epsilon_z$ segments, which leads to a higher $\ell_{i,k}$. Relatedly, high-$A$ economies also specialize in industries that exhibit on average a higher scale elasticity. Together, these effects multiply the TFP differences, whereby the scale-driven term, $\prod_{k=1}^{K} \prod_{z \in z_k} L_{i,k}^{\alpha_{i,k} \epsilon_{i,k} / \theta_z}$, is systematically larger for high-$A_i$ economies.

To calculate the contribution of specialization-driven scale effects to income differences, note that the scale-driven component in equation (15) can be decomposed into (i) a standard size-driven component, and (ii) a specialization-driven component as follows:

$$\prod_{k=1}^{K} \prod_{z \in z_k} \ell_{i,k}^{\alpha_{i,k} \epsilon_{i,k} / \theta_z} = \left( \prod_{k=1}^{K} L_{i,k}^{\alpha_{i,k} / \theta_k} \right) \left[ \left( \prod_{k=1}^{K} \prod_{z \in z_k} \ell_{i,k}^{\alpha_{i,k} \epsilon_{i,k} / \theta_z} \right) / \left( \prod_{k=1}^{K} L_{i,k}^{\alpha_{i,k} / \theta_k} \right) \right].$$

$^{37}$See Klenow and Rodríguez-Clare (1997); Prescott (1998); Hall and Jones (1999); Parente and Prescott (1999); Acemoglu, Johnson, and Robinson (2000); Parente and Prescott (2000); Caselli (2005); and Jones (2011).

$^{38}$In the above expression $A_i \equiv \sum_{k=1}^{K} \prod_{z \in z_k} A_{\alpha_z / \theta_z}^{\lambda_{i,z} / \lambda_{i,k}}$, where $\varsigma$ encapsulates a combination of constant parameters. Also, the equation assumes firms are symmetric, but can be trivially extended to account for firm heterogeneity and selection effects—see Kucheryavy, Lyn, and Rodríguez-Clare (2016).
where $\theta_k$ is the industry-level trade elasticity that is itself a weighted average of the segment-level trade elasticities per R4. Note that the size-driven component is relatively well-known, as it is also present in the standard ACR class of models. But the specialization-driven component is unique to the present model, and absent (or equal to one for all countries) in the ACR class of models.

Considering the above decomposition, we can appeal to the estimated model to calculate the counterfactual real income of each country $i$, net of specialization-driven scale effects. Doing so using the model fitted to country-level trade data for 100 economies, implies that specialization across low- and high-scale-intensive segments explains around 37.3 percent of the cross-national heterogeneity in real income levels, as measured by $\text{var}(\log W_i)$.

V. Concluding Remarks

This paper presented an alternative view of within-industry specialization; the thesis of which is that, even in the absence of Ricardian or factor-driven comparative advantage, high-wage and remote economies have a tendency to specialize in high-market power segments of industries. I argued that this patterns of specialization (i) explains the cross-national and spatial variation in export price levels, and (ii) delivers macro-level implications that are distinct from traditional theories of within-industry quality specialization. Some of these macro-level implications were discussed thoroughly in this paper, but several others merit further attention.

First, the present theory can shed light on a recently circulating thesis that market power has been rising in the US economy (De Loecker and Eeckhout 2017). Many factors can be responsible for this rise. From the perspective of the present theory, this rise can reflect a trade-induced hyper-specialization of US-based firms in high-market power segments of industries. An empirical assessment of this hypothesis presents a promising avenue for future research.

Second, the present paper raises some old questions about industrial policy in an open economy. First, in the present framework, the labor allocation in high-market power segments is inefficiently low. This creates a scope for policy intervention, which is absent in the standard heterogeneous firm models of trade and geography. Additionally, the differential degrees of scale economies across segments creates a scope for industrial targeting, whereby countries can improve their terms-of-trade by heavily protecting the high-returns to scale segments of each industry.

Appendix A. Description of Data Used in Section I

The data used to calculate export unit prices is from the Comtrade-baci database compiled by the Cepii. This is the most comprehensive publicly-available data that permits the construction of export unit prices. The data originates from the United Nations Comtrade database. The baci variation of the data uses a harmonization methodology to reconcile mirror flows, which provides more complete

39 These results are related to Bento (2014), who shows that accounting for heterogeneity within industries increases the elasticity of welfare with respect to entry costs.
geographical coverage than if only a single direction of Comtrade statistics were to be used—see Gaulier and Zignago (2010) for a description the Baci approach to harmonization. The COMTRADE-BACI database provides physical quantities (only in units of weight) and values of annual bilateral trade flows by 6-digit HS product categories from 2003 to 2015. For 224 countries Head, Mayer, and Ries (2010) report matching data for GDP, distance, and population size. The country-level production data is taken from the TradeProd database compiled by the Cepii. This dataset is built on the Trade, Production and Protection database made available by the World Bank (Nicita and Olarreaga 2007). It covers 26 industrial sectors in the ISIC Revision 2 from 1980 to 2006—see De Sousa, Mayer, and Zignago (2012) for more details.

Appendix B. General Cost Function

In the interest of exposition, the main model abstracted from intranational cost heterogeneity across firms within a segment. However, given the weak isomorphism between quality and productivity, the model can be trivially amended to also accommodate cost heterogeneity across firms. To this end, suppose firms are heterogeneous in their unit labor cost, \( a_z(\varphi) \), which increases with output quality at elasticity, \( \kappa \)—i.e., \( \partial \ln a_z(\varphi) / \partial \ln \varphi = \kappa \). Considering this specification, the effective marginal cost facing a firm becomes

\[
\tilde{c}_z(\varphi; \tau_{ji,k}, w_j) = \tau_{ji,k} a_z w_j \varphi^{\kappa + \rho_z} \rho_z^{\rho_z - 1}.
\]

Expectedly, under \( \kappa = 0 \), the above expression reduces to the one presented in Section II. The above marginal cost function can be reformulated in terms of an augmented degree of quality intensity, \( \tilde{\rho}_z \equiv 1 - (1 - \rho_z) / (1 - \kappa(1 - \rho_z)) \), as follows:

\[
\tilde{c}_z(\varphi; \tau_{ji,k}, w_j) = \tau_{ji,k} w_j \varphi^{\tilde{\rho}_z} \tilde{\rho}_z^{\tilde{\rho}_z - 1}.
\]

If \( 1 + \kappa < 1/(1 - \rho_z) \), then (i) \( \tilde{\rho}_z < 1 \), and (ii) \( \tilde{\rho}_z \) is strictly increasing in \( \rho_z \). That being the case, all the results presented in the paper follow qualitatively in this more general setup, but have to be reformulated in terms of \( \tilde{\rho}_z \) instead of \( \rho_z \). For example, the gravity equation (4) will assume the following formulation:

\[
X_{ji,z} = \frac{A_{j,z} N_{j,k} (\tau_{ji,k} w_j) \gamma_z (1 - \frac{1}{\tilde{\rho}_z})}{\sum_{n=1}^{N} A_{n,z} N_{n,k} (\tau_{ni,k} w_n) \gamma_z (1 - \frac{1}{\tilde{\rho}_z})} e_{i,z} \alpha_{i,k} Y_{i,t},
\]

which immediately implies Lemma 1. That is, high-\( \omega \) and high-\( \tau \) economies have a revealed comparative advantage in high-\( \tilde{\rho} \) segments, which are also the high-\( \rho \) segments, by construction. The assumption that \( 1 + \kappa < 1/(1 - \rho_z) \) ensures that a higher output quality does not increase the production cost so much that it puts the high-quality firms at a disadvantage—a very similar assumption underlies Baldwin and Harrigan’s (2011) quality-sorting model.
APPENDIX C. PROOFS AND DERIVATIONS

A. Proof of Lemma 2

The distribution of export markups from country $j$ to market $i$ can be defined as a function of the bilateral trade costs, $\tau_{ji,k}$, and country $j$’s wage rate, $w_j$, as follows:

$$\mathcal{M}_{i,z}(m; w_j, \tau_{ji,k}) = \Pr\{\mu(\nu) \leq m \mid \nu \geq \nu^*_{i,z}\}.$$

Note that given the definition of $\nu \equiv P/\hat{c}$, the market specific cut-off $\nu^*_{i,z}$ can be expressed as

$$\left(\frac{P_{i,z}}{\tau_{ji,k}w_j}\right)^{\frac{\rho_k}{1-\rho_k}} = \nu^*_{i,z},$$

where recall that $\varphi^*_{ji,z}$ denotes the lowest quality under which a firm can profitably export from country $j$ to $i$. Considering (i) the above equation for $\nu^*_{i,z}$, and (ii) that for each firm exporting from country $j$, $\nu = \nu^*_{i,z}\left[\varphi/\varphi^*_{ji,z}\right]\rho_k/(1-\rho_k)$, the markup distribution can be stated as

$$\mathcal{M}_{i,z}(m; w_j, \tau_{ji,k}) = \frac{\Pr\left(\mu_{i,z}\left[\nu^*_{i,z}\left[\varphi/\varphi^*_{ji,z}\right]\frac{\rho_k}{1-\rho_k}\right] < m, \varphi < \varphi^*_{ji,z}\right)}{\Pr(\varphi < \varphi^*_{ji,z})}.$$

Given Assumption A3, $dG_{j,z}(\varphi) = \gamma_k A_{j,z} \varphi^{-\gamma_k-1}$, which simplifies the above expression as follows:

$$\mathcal{M}_{ji,z}(m; w_j, \tau_{ji,k}) = \frac{\int_{\varphi_{ji,z}}^{\nu^*_{i,z}\mu_{i,z}(m)^{\frac{1}{\gamma_k}} \varphi_{ji,z}^\gamma_k} dG_{j,z}(\varphi)}{\int_{\varphi_{ji,z}}^{\infty} dG_{j,z}(\varphi)} = 1 - \left(\nu^*_{i,z}\mu_{i,z}(m)^{\frac{1}{\gamma_k}} \varphi_{ji,z}^{-\gamma_k}\right),$$

which clearly does not depend on the characteristics of the exporting country, $j$. □

B. Proof of Proposition 1

To prove Proposition 1, it suffices to show that high-$w$ and high-$\tau$ economies specialize in high-trade elasticity segments, where the trade elasticity is $\theta_z = \gamma_k (1 - 1/\rho_k)$. Once this claim is established, Proposition 1 follows immediately from Assumption A4. First, note that the segment-neutralty of technology parameters entails that $A_{i,z} = A_{i,k} A_z$ for $z \in \mathcal{Z}_k$. Plugging this condition into equation (3), the total output of country $j$ in segment $z \in \mathcal{Z}_k$ can be expressed as follows:

$$\mathcal{R}_z(A_j, w_j, \tau_{j,k}) = A_{j,k}N_{j,k} w_j \gamma_k^{(\frac{1}{\gamma_k}-1)} \sum_{l=1}^{N} \gamma_k^{(\frac{1}{\gamma_k}-1)} \mathcal{Y}_{i,z},$$

where the term $\mathcal{Y}_{i,z} \equiv A_z N_{i,z} \mathcal{Q}_{i,z} Y_i$ is introduced to simplify the notation, and $\tau_{j,k} = \{\tau_{ji,k}\}$. Note that, based on the above equation, national output per
segment \( z \in \mathbb{Z}_k \), is uniquely determined by \( A_{j,k}, w_j, \tau_{j,k} \), where \( w_j \) itself is an implicit function of \( A_{j,k} \) and \( \tau_{j,k} \). Correspondingly, the share of segment \( z \in \mathbb{Z}_k \) in total industry-level output can be expressed solely as a function of \( w_j \) and \( \tau_{j,k} \):

\[
r_z(w_j, \tau_{j,k}) \equiv \frac{R_z}{\sum_{z' \in \mathbb{Z}_k} R_{z'}} = \frac{w_j^{-\theta_j} \sum_{i=1}^N \tau_{j,k}^i y_{i,z}}{\sum_{z' \in \mathbb{Z}_k} w_j^{-\theta_j} \sum_{i=1}^N \tau_{j,k}^i y_{i,z'}}.
\]

That is, the effect of \( A_{j,k} \) on \( r_z \) is entirely passed through the economy-wide wage rate. Now, consider segments \( H \) and \( L \in \mathbb{Z}_k \) that differ in their trade elasticity \( \theta_{H} < \theta_{L} \). An \( \alpha \)-fold increase in country \( j \)'s wage (holding \( \tau_{j,k} \) fixed) leads to an \( \alpha^{\theta_{H} - \theta_{L}} \)-fold increase in \( r_H / r_L \), where \( \alpha^{\theta_{H} - \theta_{L}} > 1 \iff \alpha > 1 \). In particular,

\[
\frac{r_H(\alpha w_j, \tau_{j,k})}{r_L(\alpha w_j, \tau_{j,k})} = \alpha^{\theta_{H} - \theta_{L}} \frac{r_H(w_j, \tau_{j,k})}{r_L(w_j, \tau_{j,k})} > \frac{r_H(w_j, \alpha \tau_{j,k})}{r_L(w_j, \alpha \tau_{j,k})}.
\]

Similarly, an \( \alpha \)-fold increase in country \( j \)'s remoteness (holding \( w_j \) fixed) leads to an \( \alpha^{\theta_{H} - \theta_{L}} \)-fold increase in \( r_H / r_L \), where \( \alpha^{\theta_{H} - \theta_{L}} > 1 \iff \alpha > 1 \). In particular,

\[
\frac{r_H(w_j, \alpha \tau_{j,k})}{r_L(w_j, \alpha \tau_{j,k})} = \alpha^{\theta_{H} - \theta_{L}} \frac{r_H(w_j, \alpha \tau_{j,k})}{r_L(w_j, \alpha \tau_{j,k})} > \frac{r_H(w_j, \alpha \tau_{j,k})}{r_L(w_j, \alpha \tau_{j,k})}.
\]

Together, inequalities (C1) and (C2) imply that high-wage and remote economies specialize in low-\( \theta \) segments, which per Assumption A4 are also the high-market power segments of the industry.

**Welfare Formulas.**—Here, I derive formulas that characterize the gains from trade in the estimated model. To derive the formula for \( G_T \), I follow the same steps as in Costinot and Rodríguez-Clare (2014). From the gravity equation (4), I can deduce the following two expressions for \( \lambda^{i,z}_{i,z} \) and \( P^{i,z}_{i,z} \):

\[
\lambda^{i,z}_{i,z} = A_{i,z} N_{i,k} (\tau_{i,k} w_j)^{-\theta_j} / \sum_j A_{j,z} N_{j,k} (\tau_{j,k} w_j)^{-\theta_j},
\]

\[
P^{i,z}_{i,z} = \varsigma_{i,z} \left( \sum_j A_{j,z} N_{j,k} (\tau_{j,k} w_j)^{\theta_j} \right)^{1/\theta_j},
\]

where \( \varsigma_{i,z} \) is composed of market-specific constants that are invariant to trade costs. Combining the above two equations implies that \( C^{i,z} = w_i / P_i = \varsigma_{i,z} (\lambda^{i,z}_{i,z} / A_{i,z} N_{i,k})^{-1/\theta_j} \); which combined with R1 and R2 yields the following formula for aggregate welfare:

\[
W_i = \prod_k \prod_{z \in \mathbb{Z}_k}^{\alpha_{i,k} \xi_{i,z}} = \prod_k \prod_{z \in \mathbb{Z}_k}^{\varsigma_{i,z} (\lambda^{i,z}_{i,z} / A_{i,z} N_{i,k})^{-\alpha_{i,k} \xi_{i,z} / \theta_j}}.
\]

---

40 Holding \( w_j \) fixed entails an increase in \( A_j \) to counter the increase in trade costs.
Using the familiar hat notation to denote the change in variables when moving from the factual to the counter-factual equilibrium, I can arrive at the following expression for changes in welfare:

\[
\hat{W}_i = \prod_{k} \prod_{z \in Z_k} \left( \hat{\lambda}_{i,z} / \hat{N}_{i,k} \right)^{-\alpha_{i,k} \epsilon_{i,z} / \theta_z}.
\]

To characterize \( \hat{N}_{i,k} \) in the above equation, I can appeal to the free entry condition (FE), which can be stated as follows in the constant markup case:

\[
w_i N_{i,k} f^e = \sum_{z \in Z_k} \frac{R_{i,z}}{\epsilon_z},
\]

with \( R_{i,z} = \sum_{n=1}^N X_{i,m,z} \) denoting the total revenue generated by economy \( i \) in segment \( z \in Z_k \). Rearranging the above equation and noting that \( R_i = w_i L_i \), we can arrive at the following equation describing the mass of firms,

\[
N_{i,k} = \frac{1}{f^e} \left( \sum_{z \in Z_k} \frac{R_{i,z}}{R_{i,k}} \right) \frac{R_{i,k} R_i}{w_i} = \left( \sum_{z \in Z_k} \frac{r_{i,z}}{\epsilon_z} \right) r_{i,k} L_i,
\]

where, by definition, \( r_{i,z} \equiv \frac{R_{i,z}}{R_{i,k}} \) and \( r_{i,k} \equiv \frac{R_{i,k}}{R_i} \). The above equation immediately implies that \( \hat{N}_{i,k} = \left( \sum_{z \in Z_k} r_{i,z} / \epsilon_z \right) \hat{r}_{i,k} \), which when plugged back into the formula for \( \hat{W}_i \), delivers the following:

\[
\hat{W}_i = \prod_{k=1}^K \prod_{z \in Z_k} \left( \hat{\lambda}_{i,z} / \left[ \sum_{z \in Z_k} r_{i,z} / \epsilon_z \right] \hat{r}_{i,k} \right)^{-\alpha_{i,k} \epsilon_{i,z} / \theta_z}.
\]

Noting that in autarky (i) \( \lambda_{i,z} = 1 \); (ii) \( r_{i,k} = \alpha_{i,k} \), and (iii) \( \sum_{z \in Z_k} r_{i,z} / \epsilon_z \), the above equation implies the following formula for the gains from trade,

\[
GT_i = 1 - 1 / \hat{W}_i = \prod_{k=1}^K \prod_{z \in Z_k} \left( S_{i,k} \lambda_{i,z} \right)^{\alpha_{i,k} \epsilon_{i,z} / \theta_z},
\]

where \( S_{i,k} \equiv \alpha_{i,k} / r_{i,k} \left[ \left( \sum_{z \in Z_k} \epsilon_{i,z} / \epsilon_z \right) / \left( \sum_{z \in Z_k} r_{i,z} / \epsilon_z \right) \right] \). Similarly, the expression for aggregate welfare (equation (15)) can be derived by appealing to equation (C3), as follows,

\[
W_i = \prod_{k=1}^K \prod_{z \in Z_k} \left( \lambda_{i,z} / A_{i,z} N_{i,k} \right)^{-\alpha_{i,k} \epsilon_{i,z} / \theta_z} = \left( \varphi_k \prod_{k=1}^K \prod_{z \in Z_k} A_{i,z}^{\alpha_{i,k} \epsilon_{i,z} / \theta_z} \right) \left( \prod_{k=1}^K \prod_{z \in Z_k} \epsilon_{i,k}^{\alpha_{i,k} \epsilon_{i,z} / \theta_z} \right) \left( \prod_{k=1}^K \prod_{z \in Z_k} \lambda_{i,z}^{-\alpha_{i,k} \epsilon_{i,z} / \theta_z} \right),
\]

where \( \varphi_k \equiv \prod_{k=1}^K \prod_{z \in Z_k} S_{i,k} \) and \( \ell_{i,k} \equiv \left( \sum_{z \in Z_k} r_{i,z} / \epsilon_z \right) L_{i,k} \). Replacing \( \theta_z = \gamma_k (\epsilon_z - 1) \) and noting (from Section II) that \( \psi_z = \epsilon_z / (\epsilon_z - 1) \), we will arrive at the welfare formula specified by equation (15).
APPENDIX D. GRAVITY ESTIMATION DETAILS

This Appendix provides details regarding the data employed and parameter values attained under the country- and industry-level estimations in Section IV.

A. Country-Level Estimation

The economy-wide estimation treats each economy as one integrated industry, i.e., $K = 1$. So I present the results here without the industry subscript, $k$. To conduct the estimation, I take country-level trade data from the U.N. COMTRADE database (Comtrade 2010) for a sample of the 100 largest economies (in terms of real GDP) in year 2000—this sample accounts for more than 95 percent of world trade in that year. I merge this data with (i) data on population size and GDP from the World Bank (World Bank 2012), and data on geo-distance, common language, borders, and trade agreements from Mayer and Zignago (2011).

In the country-level implementation, I am estimating 206 structural parameters by fitting the model to $(100 - 1) \times 100 = 9,900$ data points on bilateral trade values, namely $X = [X_{ji}]$. The estimated parameters are the following:

(i) One hundred exporter fixed effects, $T = [T_j]$;

(ii) One hundred imported fixed effects, $e = [e_{i,\mathcal{H}}]$, that characterize the expenditure shares on segment $\mathcal{H}$;\footnote{Once $e$ is known, the expenditure share on segment $\mathcal{L}$ is automatically given by $[e_{i,\mathcal{L}}] = 1 - e$.}

(iii) Five parameters, vector $\beta$, that characterize the iceberg trade costs; and

(iv) One parameter, $\rho = \theta_{\mathcal{H}}/\theta_{\mathcal{L}}$, describing the spread between the trade elasticity in segments $\mathcal{H}$ and $\mathcal{L}$.

Table D1 presents the estimation results. In the interest of space, I only report the main parameters, $\beta$ and $\rho$. The same table also compares the results to those attained under the standard structural gravity estimation with no heterogeneity in trade elasticities à la Anderson and van Wincoop (2003). Evidently, the main model exhibits a significantly higher predictive power than the standard, uniform elasticity model—the main model exhibits an $R^2 = 0.65$, whereas the standard model exhibits an $R^2 = 0.46$.

The present model’s superior fit stems from its ability to match the following feature of bilateral trade data: rich-poor trading partners engage in significantly more two-way trade (i.e., have a higher $X_{ji}$) than rich-rich or poor-poor trading partners. To illustrate this point formally, let North denote the richest 20 countries in my sample and South denote the other 80 countries. Figure D1 illustrates that in year 2000 North-South trade was conducted more intensively than both North-North trade. As illustrated in Figure D1, the standard model

\footnote{This treatment of the economy resembles the approach taken by Fieler (2011).}
estimated subject to $\frac{\theta_H}{\theta_L} = 1$ has difficulty matching this pattern. The reason being that, under $\frac{\theta_H}{\theta_L} = 1$, the model admits no systematic pattern of intra-industry specialization that makes North-South trade relatively more attractive than North-North trade. The estimated model that treats $\frac{\theta_H}{\theta_L} < 1$ as free-moving parameter, however, admits North-South specialization across low- and high-$\theta$ segments. This feature of the model renders North-South trade relatively more attractive. Importantly, the extent of North-South specialization

Table D1—Estimation Results with Country-Level Data

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Standard gravity model $\theta_H = \theta_L$</th>
<th>Main model $\theta_H &lt; \theta_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho \equiv \frac{\theta_H}{\theta_L}$</td>
<td>...</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.004)</td>
</tr>
<tr>
<td>$\beta_{const}$</td>
<td>2.83</td>
<td>4.73</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.065)</td>
</tr>
<tr>
<td>$\beta_{dist}$</td>
<td>0.43</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>$\beta_{border}$</td>
<td>0.53</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>$\beta_{lang}$</td>
<td>0.52</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>$\beta_{agreement}$</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.46</td>
<td>0.65</td>
</tr>
<tr>
<td>Observations</td>
<td>9,900</td>
<td></td>
</tr>
</tbody>
</table>

Note: Standard errors are reported in parentheses.

Figure D1. The Composition of Aggregate Trade Flows: Model versus Data

Note: The North corresponds to the 20 richest countries in the sample.
depends on $\theta_{\mathcal{H}}/\theta_{\mathcal{L}}$ and $e = [e_{i,\mathcal{H}}]$, which in turn guides the identification of these parameters.

\section*{B. Industry-Level Estimation}

The industry-level estimation uses data from the World Input-Output Database (WIOD, Timmer et al. 2012) in 2008. The original WIOD database covers 35 industries and 40 countries, which account for more than 85 percent of world GDP, plus an aggregate of the rest of the world. The countries in the sample include all 27 members of the European Union plus 13 other major economies, namely, Australia, Brazil, Canada, China, India, Indonesia, Japan, Mexico, Russia, South Korea, Taiwan, Turkey, and the United States. The 35 industries in WIOD database are listed in Table D2, which include 15 tradable industries plus 20 service-related industries. Following Costinot and Rodríguez-Clare (2014), I contract the WIOD database into a sample of 32 major economies (listed in Table 7) plus an aggregate of the rest of the world. For each industry $k$, the trimmed WIOD data reports the industry-level vector of expenditure shares, $\alpha_k \equiv [\alpha_{i,k}]$, revenue shares, $r_k \equiv [r_{i,k}]$, the full matrix of industry-level trade flows, $X_k \equiv [X_{ji,k}]$, as well as country-level data on income, $Y_i = w_i L_i$, and population size $L_i$. As with the country-level data, I complement the WIOD with data on geo-distance, common language, borders, and trade agreements from Mayer and Zignago (2011). Following Costinot and Rodríguez-Clare (2014), the industry-level trade elasticity estimates are taken from Caliendo and Parro (2014) and are reported in Table D2.

Here, for each of the 15 (nonservice) industries in the sample, I am separately estimating 70 structural parameters by fitting the model to $(32 - 1) \times 32 = 992$ data points on industry-level bilateral trade values, namely $X_k = [X_{ji,k}]$.\footnote{So, in total, I am estimating $15 \times 70 = 1,050$ parameters across all industries in the sample.} The estimated parameters are:

(i) Thirty-two exporter $\times$ industry fixed effects, $\mathcal{T}_k = [T_{j,k}]$;

(ii) Thirty-two importer $\times$ industry fixed effects, $e_k = [e_{i,\mathcal{H}}]$, that characterize the expenditure shares on segment $\mathcal{H}$ in industry $k$;\footnote{Once $e_i$ is known, the expenditure share on segment $\mathcal{L}$ is automatically given by $[e_{i,\mathcal{L}}] = 1 - e_i$.} and

(iii) Five parameters, vector $\beta_k$, that characterize the iceberg trade costs in industry $k$; and

(iv) One parameter, $\rho_k = \theta_{\mathcal{H}}/\theta_{\mathcal{L}}$, describing the spread between the segment-level trade elasticities in industry $k$.

In all incidences, the industry-level estimation exhibits an $R^2$ of 0.50 or greater. The last two columns in Table D2 report the segment-level trade elasticities estimated for each of the 15 nonservice industries in the WIOD sample.
industries, such as “Petroleum” or “Fabricated Metals,” $\theta_H$ and $\theta_L$ are not significantly different, whereas in the “Machinery” and “Food” industries the estimation identifies a significant degree of within-industry $\theta$ heterogeneity.
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