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What are Iceberg Trade Costs?

– Iceberg trade costs, τji, are a key element in the gravity equation.

– They include all tangible and intangible barriers to trade:

– Tariffs and non-tariff barriers (quotas etc).

– Transportation costs.

– Red tape or administrative barriers.

– Contractual frictions.

– Financial impediments (i.e., the need to secure trade finance).

– Some of these barriers can impede within-national trade.

– τii plays a key role in welfare analysis, but is often normalized (τii = 1)

when estimating the gravity equation.
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What are Iceberg Trade Costs?

In the empirical trade literature trade costs are parametrized as follows

τji = T ×Distβdji × β
Border
b × βFTA

a × βLang
l × ...

– The justification being that geo-distance, shared border, FTAs, and

common language can affect all the tangible and intangible barriers to

trade, through various channels.

– Distance has a profound effect on trade costs, well beyond its effect

on observed transport costs.
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Trade Falls with Distance134 Keith Head and Thierry Mayer
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Figure 3.2 Trade is Inversely Proportional to Distance; (a) France’s Exports (2006); (b) France’s Imports
(2006)

with Francophone countries, former colonies, and other members of the EU or of the
Eurozone.The graph expresses the“spirit”of gravity: it identifies deviations from a bench-
mark taking into account GDP proportionality and systematic negative distance effects.
Those deviations have become the subject of many separate investigations.

This chapter is mainly organized around topics with little attention paid to the
chronology of when ideas appeared in the literature. But we do not think the his-
tory of idea development should be overlooked entirely. Therefore in the next section
we give our account of how gravity equations went from being nearly ignored by trade
economists to becoming a focus of research published in the top general interest journals.

1.2. A Brief History of Gravity in Trade
While economists have been estimating gravity equations on bilateral trade data since
Tinbergen (1962), this work lay outside of the mainstream of trade research until 1995.
One of the barriers to mainstream acceptance was the lingering perception that gravity
equations were more physics analogy than economic analysis. In the first volume of
this handbook series, Deardorff (1984, p. 503) characterized the “theoretical heritage”
of gravity equations as being “dubious.” Given the traditional importance of theory in
the field of international trade, this was damning criticism. It was not entirely fair to
the economists who had begun the work of grounding the gravity equation in theory
long before. Savage and Deutsch (1960) contains a multiplicative model of bilateral trade
published two years before the empirical work ofTinbergen (1962).Although that model
was purely probabilistic, Anderson (1979) set forth a conventional economic model of

Author’s personal copy

4 / 22



Trade Falls with Distance: Intensive Margin
Trade Falls with Distance: Inside France
Crozet and Koenig (2009): Intensive Margin

Figure 1: Mean value of individual-firm exports (single-region firms, 1992)
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Trade Falls with Distance: Extensive Margin

Trade Falls with Distance: Inside France
Crozet and Koenig (2009): Extensive Margin

Figure 2: Percentage of firms which export (single-region firms, 1992)
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Reduced-Form Gravity Estimation

– We have already reviewed the structural gravity estimation.

– this approach is perhaps more appropriate if our objective is performing

counterfactual policy analysis.

– We can also estimate the gravity equation using a reduced-form
approach, which is quite useful if we are primarily interested in

1. computing the magnitude of the trade costs;

2. the determinants of trade costs;

3. how the role of each cost factor has evolved over time.

– A puzzling finding from reduced-form gravity estimations is that the

importance of distance has been rising over time!
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Two Commonly-Used Reduced-Form Estimators
OLS Estimation:

lnXji = βd ln Distji + Controlsji +Mi + Xj︸ ︷︷ ︸
βZji

+εji.

– Moment condition:
∑
jiZji ·

(
lnXji − ln X̂ji

)
= 0

PPML Estimation:

Xji = exp(βd ln Distji + Controlsji +Mi + Xj︸ ︷︷ ︸
βZji

) + εji.

– Moment condition:
∑
jiZji ·

(
Xji − X̂ji

)
= 0

8 / 22



PPML or OLS?

– Advantages of the PPML estimator:

1. It can naturally account for zeros

2. The estimated fixed effects, M̂i and X̂i, are consistent with equilibrium

conditions (Fally, 2015).

3. Provides consistent estimates in the presence of heteroskedasticity.

– Disadvantage of the PPML estimator: it is prone to small sample bias.
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A Meta-Analysis of Gravity Estimation Results160 Keith Head and Thierry Mayer

Table 3.4 Estimates of Typical Gravity Variables

All Gravity Structural Gravity

Estimates: Median Mean s.d. # Median Mean s.d. #

Origin GDP .97 .98 .42 700 .86 .74 .45 31
Destination GDP .85 .84 .28 671 .67 .58 .41 29
Distance −.89 −.93 .4 1835 −1.14 −1.1 .41 328
Contiguity .49 .53 .57 1066 .52 .66 .65 266
Common language .49 .54 .44 680 .33 .39 .29 205
Colonial link .91 .92 .61 147 .84 .75 .49 60
RTA/FTA .47 .59 .5 257 .28 .36 .42 108
EU .23 .14 .56 329 .19 .16 .5 26
NAFTA .39 .43 .67 94 .53 .76 .64 17
Common currency .87 .79 .48 104 .98 .86 .39 37
Home 1.93 1.96 1.28 279 1.55 1.9 1.68 71

Notes: The number of estimates is 2508, obtained from 159 papers. Structural gravity refers here to some use of
country fixed effects or ratio-type method.

4. GRAVITY ESTIMATES OF POLICY IMPACTS

From the first time gravity equations were estimated, one of the main purposes has been
to investigate the efficacy of various policies in promoting trade.26 From this standpoint,
production, expenditure, and geography are just controls with the real target being a
policy impact coefficient. This section considers the evidence that has been gathered
on the policy coefficients and then turns to the harder question of how to move from
coefficients to economically meaningful impact measures.

4.1. Meta-Analysis of Policy Dummies
Using Disdier and Head (2008) as a starting point,we have collected a large set of estimates
of important trade effects other than distance and extended the sample forward after 2005.
The set of new papers augments the Disdier and Head (2008) sample by looking at all
papers published in top-5 journals, the Journal of International Economics and the Review of
Economics and Statistics from 2006 to available articles of 2012 issues.A second set of papers
were added, specifically interested in estimating the trade costs elasticity. Since those are
much less numerous, we tried to include as many as possible based on our knowledge of
the literature. A list of included papers is available in the web appendix.The final dataset
includes a total of 159 papers, and more than 2500 usable estimates. We provide in Table
3.4 meta-analysis type results for the most frequently used variables in gravity equations,
including policy-relevant ones.

26 Tinbergen (1962) found small increases in bilateral trade attributable to Commonwealth preferences (≈5%) and the
Benelux customs union (≈ 4%).

Author’s personal copy

Source: Head and Mayer (2014, Handbook Chapter)
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The Distance Elasticity Puzzle THE DISTANCE EFFECT ON BILATERAL TRADE 45

 Figure 3. - The Variation of 0 Graphed Relative to the Midperiod of the Data Sample

 effect. This makes sense since adjacency is likely to be
 negatively correlated with distance, leading to upward omit-
 ted variable bias (on the distance effect - the bias on the
 negative distance coefficient would be downward).

 Another important control is for a common language.
 Here the correlation with distance is not obvious. Some

 pairs like Belgium and France, Ireland and the United
 Kingdom are relatively proximate, whereas country pairs
 that share a language because of colonization patterns (the
 United Kingdom and Australia, say) are very far apart. The
 results suggest that the latter set of countries dominate: the
 inclusion of the common language control significantly
 raises the distance effect.

 Two other controls that one would expect to matter have
 a negligible impact. Controlling for membership of a pref-
 erential trade agreement has a small and insignificant effect.
 Distance effects on trade also seem to be insensitive to the
 introduction of a "remoteness" control variable. As men-

 tioned before, this might be because many of the remoteness
 variables do not use proper functional forms. Our result
 shows that the use of fixed effects instead of atheoretical
 remoteness variables increases the distance coefficient.

 Using methods that incorporate or correct for zero trade
 flows seems to raise the estimated coefficients. On the other

 hand, samples that do not have zero flows tend to obtain
 smaller distance coefficients. However, this result is significant
 only at the 10% level. In unreported results, we investigated
 whether the particular method for dealing with zeros matters.
 Tobit and Heckman methods tend to yield considerably larger
 estimates, corroborating Overman et al.'s (2003) observation
 that "the difference in estimated [distance] coefficients arises,

 at least in part, because of the treatment of zeros. Tobit
 estimation typically yields larger coefficients." The standard

 errors on these method indicators are large: only the Tobit
 procedure makes a statistically significant difference.12

 The Poisson PML method advocated by Santos Silva and
 Tenreyro (2006) leads to much smaller distance effects
 estimates. This is based on just four estimates in one paper
 for one year of data, 1990. It seems worthwhile to investi-
 gate the PPML method for alternative samples and time
 periods.

 Using instruments to control for the endogeneity of GDP
 has no discernable impact on the distance effect. Finally, the
 distance effects in high-quality journals do not differ sig-
 nificantly from the rest of the sample.13

 Recall that we constructed our sample by combining
 estimates from papers found through an EconLit search with
 papers found through a more focused search within specific
 journals. The EconLit sample is more objective because we
 exercised more discretion in selecting the remaining papers.
 The time effects for that sample (unreported) are slightly
 lower than for the whole sample, but there are no other
 noteworthy differences in the results.

 The random-effects method places greater emphasis on
 within-paper variation than cross-paper variation. We report
 results based on the OLS in column 5 of table 2. In this

 12 The Helpman et al. (forthcoming) paper does not enter our sample
 because, at the time of writing, it was a mimeograph and therefore not listed
 in EconLit. The use of their ML method capturing the heterogeneity effect on
 trade partner selection reduces the distance effect implied for a firm by 0.4
 (from 1.2 to 0.8). A Heckman correction alone slightly raises the distance
 effect.

 13 An alternative proxy for improved econometric method is the year of
 publication. In unreported regressions we experimented with time trends
 and period dummies based on publication year but found small and
 insignificant effects.

This content downloaded from 140.182.72.60 on Thu, 26 Sep 2019 01:39:06 UTC
All use subject to https://about.jstor.org/terms

Source: Disdier and Head (2008, ReStat)
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The Distance Elasticity Puzzle

Why has the elasticity of trade w.r.t. distance been rising?

– The rise of vertical specialization: input-output linkages multiply the

effect of trade costs.

– The rise of FDI: it is more cost-efficient to perform FDI than to perform

direct trade with distant partners.

– Other reasons?
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The Residual Approach to Estimating Trade Costs

– If we are only interested in determining the magnitude of τji, we can

use the residual approach developed by Head and Ries (2001).

– This approach builds on a typical gravity equation,

Xji =
aj
(
wjτji

)−ε∑N
`=1 a`

(
wjτji

)−ε ,

which can be produced using the Armington, EK, Krugman, or

Melitz-Pareto models.

– Recall that, even though these models yield the same representation,

aj and ε assume different economic interpretations in each model.
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The Residual Approach to Estimating Trade Costs

– Assume that τii = 1, then the gravity equation implies

Xji

Xii
=

(
wj

wi

)−ε

τ−εji

– Assume that τji = τij, then we can calculate Head-Ries index for trade

costs as follows:

τ−εji =

√
XjiXij

XiiXjj

– Computing the above index can be challenging because it requires

data on internal trade (Xii and Xji).
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An Application of The Residual Approach

4.3. A comparison with freight rates and price gaps

Fig. 3 gives the reader a sense of how our methodology matches up with one prominent means in the literature of com-
puting commodity-specific trade costs, the price-gap methodology. The measurement of price gaps rests on the assumption
that in well-functioning international markets for a particular commodity, say, wheat, commercial agents—given the prevail-
ing costs of transport, tariffs and non-tariff barriers to trade, the costs of obtaining credit and contracting in foreign exchange
markets, etc.—will exploit all profitable opportunities in terms of price differentials. Thus, the price gap (or differential) rep-
resents an estimate of the size of the trade costs separating two markets, assuming trade actually takes place between them.

We gather monthly commodity price data for two representative markets, Toronto and London, and one representative
commodity, wheat, for the period under consideration from Coats (1910), Jacks (2006), and Michel (1931). Our choice of
markets is determined by not only the availability of data but also the desire to consider a pair of markets for which a small
number of commodities predominated. Even as late as the 1890s, grains constituted fully 14 percent of the United Kingdom’s
imports while an even higher figure holds for grains relative to total exports by Canada in the same period (Jacks, forthcom-
ing). Our choice of wheat also follows a long precedent in the literature. We calculate the monthly price gap as a percentage
of the London price, thus, arriving at an ad-valorem measure of the trade costs in wheat separating Toronto from London.
Finally, we average the monthly figures over calendar years.

In addition, we are able to produce some evidence on prevailing maritime freight rates separating Montreal and London in
the period from 1870 to 1885. This series is drawn from the global maritime freight rate database underlying Jacks and Pend-
akur (forthcoming). Unfortunately, no freight rate series are available from Toronto to London; however, the historical liter-
ature suggests that wheat would have been transshipped from Toronto to Montreal and then loaded onto ocean-going

Fig. 2. Index of average trade costs for France, the UK, and the US, 1870–1913.
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Interpreting the Decline in Trade Costs Indexes

Two ways to interpret the decline (over time) in the Head-Ries index

1. Trade costs, τji’s, are falling due to tariff liberalization,

containerization, etc.

2. The trade elasticity, ε, is declining because of the changing

composition of traded goods or changes to international technology

dispersion.
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How Large are Trade Costs After-all?

– How large are the trade costs estimated using these different
approaches?

– Answer: puzzlingly large.

– Transport costs and tariffs can explain a small fraction of the

estimated trade costs.

17 / 22



How Large are Trade Costs After-all?

– How large are the trade costs estimated using these different
approaches?

– Answer: puzzlingly large.

– Transport costs and tariffs can explain a small fraction of the

estimated trade costs.

17 / 22



Anderson and van Wincoop: Trade Costs 

TABLE 7  
T.&RIFFEQUIV.~LE.UT COSTS OF TRADE 

method data reported 
by authors 

a = 5  

all trade barriers 
Head and Ries (2001) new disaggr. 48 97 

U.S.-Canada, 1990-1995 (a= 7.9) 

Anderson and van TVincoop (2003) new 91 
U.S.-Canada, 1993 

Eaton and Korturn (2002) new a%r, 48-63 123-174 
19 OECD countries, 1990 (u= 9.28) 
750-1500miles apart 

national border barriers 
tVei (1996) trad. aggr. 5 2676 

19 OECD countries, 1982-1994 (a=20) 

Evans (2003a) trad. disaggr. 45 45 
8 OECD countries, 1990 (a=5) 

Anderson and van TVincoop (2003) new a%r, 48 48 
U.S.-Canada, 1993 (a=5) 

Eaton and Korturn (2002) new a!%r, 3245 77-116 
19 OECD countries, 1990 (a= 9.28) 

language barrier 
Eaton and Kortum (2002) new a!%r. 6 12 

19 OECD countries, 1990 (a=9.28) 

Hummels (1999) new disaggr. 11 12 
160 countries, 1994 (u= 6.3) 

currency barrier 
Rose and van TVincoop (2001) new a%r, 26 26 

143 countries, 1980 and 1990 (a=5) 

Notes: This table reports findings in the gravity literature on the tariff equivalent of a variety of factors that 
increase trade barriers. The second column indicates wvhether estimates are based on the traditional gravity equa- 
tion -"trad."- or the theory-based gravity equation -"newn. The third column indicates wvhether estimation is 
based on aggregate or disaggregate data. The numbers in the fourth column have been reported by the authors 
for various elasticities of substitution s that are shown in brackets. For results based on disaggregated trade data, 
the average trade barrier across sectors is reported (for Hummels (1999)only sectors with statistically significant 
estimates are used). The numbers in the last three columns re-compute these results for alternative values of a. 
For results based on disaggregate data, the trade barriers are first re-computed for each sector and then averaged 
(with the exception of Head and Ries (2001),who only report average trade barriers across all sectors). When two 
numbers are reported, the lower number applies to countries that share a border and have a comlnon language. 

(2001) imply an average U.S.-Canada trade barrier for 1993, virtually the same as Head 
barrier of 47 percent based on average and Ries (2001). This is calculated as the 
results from 1990 to 1995. Based on trade-weighted average barrier for trade 
Anderson and van Wincoop's (2003) results, between states and provinces, divided bv the 
their estimated trade cost parameters with trade-weighted average barrier for trade 
a=8implv a 46-percent U.S.-Canada trade within the United States and Canada. Eaton 

Source: Anderson and Van Wincoop (2004, JEL)
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Limitations of Existing Transport Cost Estimates

– Existing estimates of transport costs are subject to two limitations

1. they depend crucially on the chosen trade elasticity value.

2. in gravity models, trade costs are empirically indistinguishable from

taste (i.e., higher trade costs can be interpreted as consumers having

more taste for local product varieties)

– One way to address the above limitation is to infer trade costs from
regional price dispersion (Atkin and Donaldson, 2015).

– The no arbitrage condition implies that for good ω

lnpji(ω) − lnpii(ω) = ln τji(ω)

– With good-specific data on regional prices, we can back out τji(ω).
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Gravity Estimation with Unobserved Heterogeneity

– Trade data is often reported at the industry-level, which is the sum of

trade over many different types of goods

Xji =
∑
ω

Xji,ω

– We may suspect that different types of goods are subject to different

trade elasticities:

Xji,ω =
aj
(
wjτji

)−εω∑N
`=1 a`

(
wjτji

)−εω , ω ∈ {1, ...,M}

=⇒ applying standard techniques to aggregated trade data, {Xji}, will lead

to aggregation bias when estimating the effect of Dist or RTAs on trade.
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Alternative Approach (Fieler, 2010 & Lashkaripour, 2019)

– Assume a standard parmaterization for τji

τji = T ×Distβdji × β
Border
b × βFTA

a × βLang
l

– Jointly estimate the trade costs parameters, β, the exporter FE, a,

and the type-specific trade elasticities, ε ≡ {εω}, by solving

min
a,β,ε

∑
j,i

(∑
ω

X̂ji,ω(w;a,β,ε) − Xji

)2

s.t. wiLi =
∑
j,i

∑
ω

X̂ji,ω(w;a,β,ε).

– The above problem can be tackled using the MPEC method.

– To identify the ε, we need to assume that τji = τij.
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Fit of the Gravity Model

In-Sample Fit

– Not great if we assume balanced trade and symmetric trade costs

– Good if we allow for unbalanced trade or asymmetric trade costs.

Out-of-Sample Fit

– Poor: the gravity model does a poor job at predicting changes in Xji in

response to observed changes in tariffs (Lai and Trefler, 2002)

– How can we improve the out-of-sample fit?
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